
1 10 100 1000
ν [GHz]

-3

-2

-1

0

1

2

3

4

5

G
th

(ν
, z

h, 0
)  

[ 1
0-1

8  W
 m

-2
 s-1

 H
z-1

 sr
-1

 ]

temperature-shift, zh > few x 106

µ-distortion at zh ~ 3 x 105

y-distortion, zh < 104

Primordial Distortions Cosmological Recombination lines

Science with Spectral Distortions of the CMB - III

Jens Chluba
CUSO Doctoral Program in Physics

Lausanne, October 30th, 2014



Structure of the Lectures (at least in theory)

• Overview and motivation

• Simple blackbody radiation warm-ups

• Formulation of the thermalization problem

Lecture I:

• Analytic description of the distortions

• Distortion visibility function

• Fast computation of the distortions

Lecture II:



Spectral Signals that we already understand



0.01 0.1 1 10 30 50

x = hν / kT

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
In

te
ns

ity
 in

 u
ni

ts 
of

 I 0(T
)

Blackbody spectrum
Temperature shift x 1/4

1 10 100 1000

ν [ GHz ]

-300

-200

-100

0

100

200

300

400

In
te

ns
ity

 [ 
M

Jy
 sr

-1
]

I0 = (2h/c2)(kT0/h)
3 ⇡ 270MJy sr�1



0.01 0.1 1 10 30 50

x = hν / kT

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
In

te
ns

ity
 in

 u
ni

ts 
of

 I 0(T
)

Blackbody spectrum
Temperature shift x 1/4

1 10 100 1000

ν [ GHz ]

-300

-200

-100

0

100

200

300

400

In
te

ns
ity

 [ 
M

Jy
 sr

-1
]

x

3
nbb(x) =

x

3

ex � 1

I0 = (2h/c2)(kT0/h)
3 ⇡ 270MJy sr�1



0.01 0.1 1 10 30 50

x = hν / kT

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
In

te
ns

ity
 in

 u
ni

ts 
of

 I 0(T
)

Blackbody spectrum
Temperature shift x 1/4

1 10 100 1000

ν [ GHz ]

-300

-200

-100

0

100

200

300

400

In
te

ns
ity

 [ 
M

Jy
 sr

-1
]

x

3
nbb(x) =

x

3

ex � 1

x

3
G(x) =

x

4ex

(ex � 1)2

I0 = (2h/c2)(kT0/h)
3 ⇡ 270MJy sr�1



0.01 0.1 1 10 30 50

x = hν / kT

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
In

te
ns

ity
 in

 u
ni

ts 
of

 I 0(T
)

Blackbody spectrum
Temperature shift x 1/4
y-distortion x 1/4

1 10 100 1000

ν [ GHz ]

-300

-200

-100

0

100

200

300

400

In
te

ns
ity

 [ 
M

Jy
 sr

-1
]

I0 = (2h/c2)(kT0/h)
3 ⇡ 270MJy sr�1



0.01 0.1 1 10 30 50

x = hν / kT

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
In

te
ns

ity
 in

 u
ni

ts 
of

 I 0(T
)

Blackbody spectrum
Temperature shift x 1/4
y-distortion x 1/4

1 10 100 1000

ν [ GHz ]

-300

-200

-100

0

100

200

300

400

In
te

ns
ity

 [ 
M

Jy
 sr

-1
]

x

3
YSZ(x) = x

3
G(x)


x

ex + 1

ex � 1
� 4

�

I0 = (2h/c2)(kT0/h)
3 ⇡ 270MJy sr�1



0.01 0.1 1 10 30 50

x = hν / kT

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
In

te
ns

ity
 in

 u
ni

ts 
of

 I 0(T
)

Blackbody spectrum
Temperature shift x 1/4
y-distortion x 1/4
µ-distortion x 1.401

1 10 100 1000

ν [ GHz ]

-300

-200

-100

0

100

200

300

400

In
te

ns
ity

 [ 
M

Jy
 sr

-1
]

I0 = (2h/c2)(kT0/h)
3 ⇡ 270MJy sr�1



0.01 0.1 1 10 30 50

x = hν / kT

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
In

te
ns

ity
 in

 u
ni

ts 
of

 I 0(T
)

Blackbody spectrum
Temperature shift x 1/4
y-distortion x 1/4
µ-distortion x 1.401

1 10 100 1000

ν [ GHz ]

-300

-200

-100

0

100

200

300

400

In
te

ns
ity

 [ 
M

Jy
 sr

-1
]

I0 = (2h/c2)(kT0/h)
3 ⇡ 270MJy sr�1

x

3
M(x) = x

3
G(x)


⇡

2

18⇣(3)
� 1

x

�

⇡ 0.4561



Simplest picture for the formation of distortions
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(useful for computations in the y-era)
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Figure 4.4: Time-evolution of �N⌫ = ⌫2�n for di↵erent values of the y-parameter but neglecting stimulated scattering.
The left panel shows the case, for an initially narrow line which was injected at xe,0 = 10�2, while the right panel shows
the solution for injection at xe,0 = 10�1. In both figures, we present the results as obtained by numerically solving the
Kompaneets equation. In addition, we give the analytic solution according to Zeldovich & Sunyaev [59], Eq. (4.18). The
figure is taken from Chluba & Sunyaev [15].

of the line by the scattering event. Even for Te = 0, recoil-dominated scattering leads to line broadeningD
�⌫2/⌫2

E
' 7

5!
2, which is neglected in the Kompaneets equation, being higher order in ! ⌧ 1. Including this

e↵ect, one has the di↵usion equation [47]
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�����
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f +

7
10
!2@! f

!
. (4.22)

Analytic solutions of this equation were discussed by Grebenev & Syunyaev [25] and are relevant for the
scattering of hard X-ray lines by cold electrons.

Finally, when stimulated e↵ects dominate ( f 2 � f and h⌫ � kTe), the solution of the evolution equation
@⌧ f ⇡ !�2@!!4 f 2 is determined by the implicit equation [57, 51]

⌫ = �(s) � 2h
mec2 ⌧ s, (4.23)

with s(⌫, ⌧T) = ⌫2 f (⌫, ⌧) and where �(z) can be found from the initial condition (�(z) ⌘ s�1
0 (z), where s�1

0 (z) is
the inverse function of s(⌫, ⌧) at ⌧ = 0). The non-linear nature of this problem can lead to the appearance of
shock waves in the photon field, e.g. as explained in Zeldovich & Levich [57] and Zeldovich & Sunyaev [60].

4.3.3 Background-induced stimulated scattering

The previous solutions were all derived for the total photon field. For the evolution of spectral distortions, we
are, however, in the situation that the distortion is a small perturbation around the huge CMB blackbody photon
bath. In this case, one can rewrite the Kompaneets equation as
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#
, (4.24)

where we separated the blackbody (background) and distortion part, f = fbb + � f , and kept only linear order
terms (� f ⌧ 1 and (Te�T�)/T� ⌧ 1). We can see that there are two relevant time-scales: (i) y =

R
(✓e�✓�) d⌧,
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Figure 4.5: Time-evolution of �N⌫ = ⌫2�n for di↵erent values of the y-parameter including the e↵ect of stimulated
scattering in the blackbody ambient radiation field. The left panel shows the case, for an initially narrow line which was
injected at frequency xe,0 = 10�2, while the right panel shows the solution for injection at xe,0 = 10�1. In both figures we
show the results as obtained by numerically solving Kompaneets equation with T� = Te. In addition, we give the analytic
solutions of the linearized problem, Eq. (4.25), according to Eq. (4.26). The figure is taken from Chluba & Sunyaev [15].

which determines how the y-type distortion is sourced by the di↵erence in the electron and photon temperature,
and (ii) y� =

R
✓� d⌧, which determines how the additional distortion, � f , broadens and shifts. As long as

y y� ⌧ 1, these two parts of the problem can be treated separately.
Thus, let us assume that initially we have a low-frequency frequency feature in the much larger blackbody

spectrum with T� ' Te. Then, for fbb ⇡ 1/x � 1, we may write

@� f
@⌧

�����
CS
⇡
✓�

x2
@

@x
x4
"
@

@x
� f +

2
x
� f
#
. (4.25)

This equation describes the evolution of the distortion but including the background-induced stimulated scat-
tering e↵ect. This case is relevant for example for the evolution of hydrogen and helium recombination lines
[45, 16] emitted around z ' 103 in the Rayleigh-Jeans tail of the CMB [15]. Transforming to ⇠ = ln x and
s = x3� f , we find @y� s = @

2
⇠ s � @⇠ s. By setting z = ⇠ � y�, we arrive at @y� s = @

2
z s, which has the solution [15]

f (y�, x) =
1
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Z
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(ln[x/x0]�ye)2

4ye
dx0

x0
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with the Green’s function

GB(y�, x0 ! x) =
x03

x3
e�

(ln[x/x0]�ye)2
4ye

p
4⇡ye x0

. (4.27)

This is very similar to the solution, Eq. (4.19), but with the di↵erent shift of the photon caused by stim-
ulated scattering in the blackbody field. Starting with f (0, x) = A �(x � x0)/x2, it is straightforward to
show that ⇢�(ye) = ⇢�(0) e2ye . The positions of the maximum in Nx = x2 f (ye, x) is x0(ye) = x0 e�ye , while
for Ix = x3 f (ye, x) it is at x0(ye) = x0 eye . Similarly, the FWHM of the photon distribution increases as
�⌫/⌫ = 2eye sinh(2

p
ye ln 2) ' 4

p
ye ln 2. Overall this means that the blackbody-induced stimulated scattering

e↵ect slows down the motion of photons towards higher energies. The photon distribution still gains energy

Difference between ZS69 and CS08 solutions

drift towards lower frequencies

drift towards higher frequencies



Effect of photon production by DC and BR



Evolution of chemical potential amplitude
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Figure 4.8: Critical frequency, xc as a function of z. Photon transport is ine�cient below z ' 2 ⇥ 105 so that the
distortion visibility function quickly approaches unity. DC temperature corrections become noticeable at z & 106. The
approximations are from Eq. (4.38) and (4.39). The figure is taken from Chluba [10].

higher redshifts (Fig. 4.8). To percent precision, the total critical frequency is x2
c ⇡ (xDC

c )2 + (xBR
c )2 [27]. Also,

by comparing the redshift dependence of the DC and BR critical frequency, we can see that neglecting DC
strongly underestimates the thermalization e�ciency.

Approximate photon production term and solution for µ0(t). We now can compute the photon production
term, Eq. (4.35), using the solution µ(t, x) ⇡ µ0(t) e�xc(t)/x. It is straightforward to show (Exercise 2) that

d ln a4N�
d⌧

⇡
✓�xc

GPl
2
µ0(t). (4.40)

Inserting this into Eq. (4.33), and using Eq. (4.34), we find
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where c ⇡ 2.1419. Then, by introducing the thermalization optical depth

⌧µ(z) ⇡ �N

Z z

0
✓�xc
�TNec dz0

H(1 + z0)
, (4.42)

and assuming that there is no initial distortion at very early times, we can finally write

µ0(z) ⇡ 1.401
Z 1

z

Q̇⇤e
⇢�

e�⌧µ(z0,z) dz0

H(1 + z0)
(4.43)

with ⌧µ(z, z0) = ⌧µ(z) � ⌧µ(z0). The scaling of ⌧µ with redshift depends on the photon production process. For
any given e↵ective energy release rate, Q̇⇤e, one can thus directly estimate the final amplitude of the µ-distortion.
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Figure 4.9: Distortion visibility function. We compare JDC(zh), JBR(zh) and the numerical result obtained with Cos-
moTherm. DC emission significantly change the thermalization e�ciency. Deviations from the numerical result can be
captured by adding several e↵ects, as discussed in Sect. 4.6.
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release has to be weighted with distortion visibility function which drops exponentially at zdc & 2⇥ 106, leading to a pure
temperature shift in that regime from inside the cosmic photosphere.
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Improved picture for the formation of distortions
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Refined computation of the distortion visibility
(JC 2014, ArXiv:1312.6030)
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Figure 4.9: Distortion visibility function. We compare JDC(zh), JBR(zh) and the numerical result obtained with Cos-
moTherm. DC emission significantly change the thermalization e�ciency. Deviations from the numerical result can be
captured by adding several e↵ects, as discussed in Sect. 4.6.
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Figure 4.10: Improved picture for the formation of primordial distortions. At low redshifts (z . zK ' 5 ⇥ 104), a y-
distortion is formed with distortion visibility close to unity, while at high redshifts a µ-distortion appears. The energy
release has to be weighted with distortion visibility function which drops exponentially at zdc & 2⇥ 106, leading to a pure
temperature shift in that regime from inside the cosmic photosphere.

Can we improve the agreement with CosmoTherm?
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Figure 4.10: Improved picture for the formation of primordial distortions. At low redshifts (z . zK ' 5 ⇥ 104), a y-
distortion is formed with distortion visibility close to unity, while at high redshifts a µ-distortion appears. The energy
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temperature shift in that regime from inside the cosmic photosphere.

Can we improve the agreement with CosmoTherm?

Differences are visible here! 
(even if for simple estimates this is 
probably not as important...)



What do we need to do to improve this?

(i) improve computation of emission integral

(ii) improve approximation for µ

- optical depth

- numerical evaluation of integral

- beyond the low frequency limit

- add time-dependent corrections

First improvements by Khatri & Sunyaev, 2012

Perturbative study by JC 2014, ArXiv: 1312.6030

- corrections to emission and scattering terms



10 Chluba

Eq. (15) and (20) with dn/ dτ = −(G/x) ∂τµ, we have the general
evolution equation for the chemical potential

∂µ

∂τ
− x ∂τ

Te

Tγ
≈ θγ

[

x2 µ′′ + 2g1(x) xµ′
]

−
Λ

x3 (1 − e−x)µ. (43)

We discuss terms of O(θ2γ) in Sect. 6. Following
Sunyaev & Zeldovich (1970), we set the l.h.s. of this equa-
tion to zero and go to the limit x $ 1, finding

0 ≈ x2 µ′′ + 2 xµ′ −
Λ/θγ

x2 µ = ∂x x
2∂xµ −

Λ/θγ

x2 µ. (44)

Since at low frequencies, Λ varies only slowly with x (cf. Sect. 3.3),
we can replace it by a constant, Λ(x) ≈ Λ(xc) = θγx2

c . The idea is
that Λ(x) evaluated at xc roughly determines the maximum of the
emission. The lowest order solution found by Sunyaev & Zeldovich
(1970) therefore reads µ(0)(τ, x) = µ∞(τ) e−xc(τ)/x. This solution be-
comes constant at high frequencies and vanishes at low frequencies.
It does, however, not follow our normalization condition κρ = κcρ,
but the deviation is of higher order in xc and thus is neglected now.9

5.2.1 Lowest order solution for µ∞(τ)

To lowest order in xc, we can set Iµ̂ & 1. Assuming that energy
release occurs only at one single heating redshift, zh, we then have
τµ,0(zh, 0) ≈ γµ

∫ zh
0 (1 + z) xc(z) dz. Using H(1 + z)/σTNec ≈ 4.79

for H ≈ 2.09 × 10−20(1 + z)2 sec−1 [radiation-dominated era], the
coefficient γµ is given by

γµ ≈ γN
cNe,0σT

Hrad,0

kT0

mec2 ≈ 7.45 × 10−11, (45)

where Ne,0 ≈ 1.12 × 10−5 Ωbh2(1 − Yp/2) cm−3 is the electron num-
ber density at z = 0 and Hrad,0 = Ω

1/2
rel H0 ≈ 2.09×10−20 sec−1. Here,

Ωrel is the density parameter of relativistic species (radiation + neu-
trinos) and H0 denotes the Hubble parameter today. Neglecting BR
[i.e. xc ∝ (1 + z)1/2] then yields

µ∞(z = 0) ≈ 1.401
∆ργ

ργ
e−(zh/zdc)5/2

, (46)

or τDC
µ,0 (z) = (z/zdc)5/2, where the DC thermalization redshift is given

by zdc =
[

(2/5)γµxDC,0
c (z = 0)

]−2/5
≈ 1.98 × 106. The exponential

factor is the distortion visibility function, JDC = e−(zh/zdc)5/2 , dis-
cussed above. Using xc = xBR

c from Eq. (27) instead, we find

τBR
µ,0(z) ≈ γµ

∫ z

0
(1 + z) xBR

c dz ≈
(

1 + z
5.27 × 106

)1.328

. (47)

In the classical result, given first by Sunyaev & Zeldovich (1970),
the power-law coefficient is 5/4 = 1.25 because a different ap-
proximation for the BR Gaunt factor was utilized. Similar expres-
sions were also given by Danese & de Zotti (1982) and Hu & Silk
(1993). This shows that the thermalization redshift is significantly
higher when only BR is included. In addition, the distortion visibil-
ity function is less steep at z ! 5.27 × 106.

Since for energy release at high redshifts the photon distribu-
tion evolves through both the DC- and BR-era, we need to take the

9 A small improvement is in principle possible here. Using µ(0)(x, τ) one
can show that for nearly frequency independent Λ(x) the maximum emis-
sion arises around xm & xc/2 instead of xc. Therefore, instead of Eq. (25)
one should use Λ(xc/2)(1 − e−xc/2)/(xc/2) = θγx2

c to determine xc. This as-
pect becomes noticeable during the BR-era, but for simplicity we shall treat
the associated difference as a correction.
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Figure 2. Change in the distortion visibility, J = e−τµ,0(z,0), when using
the total optical depth including DC and BR. The dotted line is for the sim-
ple approximation Eq. (48), while the solid line is obtained by evaluating
Eq. (34a) numerically. We compared to JDC = exp(−[z/zdc]5/2) with ther-
malization redshift zdc ≈ 1.98 × 106. The thermalization optical depth cor-
rection was computed between z and z = 0, so that the correction is slightly
overestimated (see text).

full expression for xc into account when computing τµ(z, z′). With
xc ≈ [(xDC

c )2 + (xBR
c )2]1/2, the integral is rather simple and given by

τµ,0(z) ≈
5

5 − γ

(

z
zdc

)5/2
√

1 + (z/zbr)−γ (48)

×
[

1 −
γ (z/zbr)γ

5 + γ 2F1

(

1, 1 +
5

2γ
,

3
2
+

5
2γ
,−(z/zbr)γ

)]

,

where we introduced γ = 2 × 0.672 + 1 = 2.344, zdc = 1.98 × 106,
zbr =

[

xBR,0
c (z = 0)/xDC,0

c (z = 0)
]2/γ
≈ 3.81 × 105 and 2F1(a, b, c, x)

is the hypergeometric function. Here, we neglected DC temperature
and frequency corrections. All the coefficients just follow from the
expressions for the critical frequency.

In Fig. 2, we illustrate the effect on the visibility function,
comparing with JDC. Close to the thermalization redshift zdc &
2 × 106, the visibility of spectral distortions is reduced by & 5% in
comparison to the DC only approximation. This is in good agree-
ment with the recent findings of KS12. We only show the correction
to the visibility function up to ∼ 3 times the thermalization redshift,
since thereJ & 1.7×10−7, which for ∆ρ/ρ & 1% could still lead to
a detectable µ-distortion for PRISM. We see that at high redshifts
the approximation, Eq. (48), starts to break down. This is because
especially around z & 4 × 105 the true critical frequency deviates
slightly from the approximation xc ≈ [(xDC

c )2 + (xBR
c )2]1/2, which

leads to degradation of the total integral for very large zh. Full nu-
merical determination of xc is trivial and Eq. (48) will thus only be
used for estimates.

We also already explained in Sect. 3.3.4 that photon transport
ceases at z " 2 × 105. Photons produced by BR below this redshift
are stuck at low frequencies and no longer help thermalizing the
full spectrum. The total DC thermalization optical depth between
z & 2 × 105 and z = 0 is only τµ ≈ 0.003, but when including BR,
from Eq. (47) we find τµ & 0.01. This leads to an & 1% overes-
timation of the thermalization efficiency and hence a similar error
in the distortion visibility function. Corrections to the thermaliza-
tion optical depth should thus only be computed at 2 × 105 " z,
a modification that is straightforward to include but was omitted
before.
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Figure 5. Normalization constant A(xc) for the three cases discussed in
Sect. 5.3.2. The change in the normalization when adding Dem(x) is very
small and can generally be neglected.

from the full numerical result. This is expected since our pertur-
bative approach is meant to work at x ! 1 only. We can further
improve the solution by matching with the high-frequency solution
obtained in Sect. 5.5.1, reaching agreement at all relevant frequen-
cies to ! 0.1% − 1% at z " few × 105.

5.3.3 Compton equilibrium temperature

By construction, we should find Te = TRJ at least to O(x2
c ln xc),

which implies the condition

0 =
∫

x2µ̂(t, x)YSZ(x) dx = 〈µ̂〉SZ , (60)

like in Sect. 5.2.2. For this, we only need to worry about the first
two terms of Eq. (54), as the other are energetically much less im-
portant. We find

〈

e−xc/x
〉

SZ
≈ −0.127xc (61a)

〈

ln(x/xc)e−xc/x
〉

SZ
≈ −0.277(1 + 0.336x0.598

c ), (61b)

which with ∂y lnµ(0)
∞ ≈ −0.7769xc implies an imbalance of order

! 0.1xc. This means that our solution is slightly inconsistent, but
at this point we have no freedom left to ‘fix’ this discrepancy. The
situation is improved a bit once we correct the high-frequency so-
lution using the asymptotic behavior determined in Sect. 5.5. How-
ever, a small difference larger than O(x2

c) remains. For the photon
production rate, this discrepancy does not seem to matter and will
be neglected below.

5.3.4 Change in the photon production rate

In Fig. 7, we show how Σ = Iµ̂−1 changes for different approxima-
tions. This is the relevant quantity for the optical depth correction,
∆τµ, defined by Eq. (34b). Just using µ̂ = e−xc/x already gives a sig-
nificant correction; however, for consistency the renormalization
A(xc) ! 1 has to be included. We note also that during the BR-era
the logarithmic dependence of the Gaunt factor is very important,
and assuming Λ(x) = const gives incorrect results at z ! 106.

If we neglect the contributions from Dµ and Dem in the ap-
proximation Eq. (54), we obtain the dashed red line, where the dif-
ference to the previous case is only caused by the logarithmic term,
∝ ln(x/xc)e−xc/x. For the violet double-dash dotted curve, we used
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Figure 6. Comparison of the lowest order solution µ̂(0) = e−xc/x and
Eq. (54) with the numerical result obtained with CosmoTherm. We scaled
the numerical solution for µ(t, x) by µ∞(t) = [3∆ργ(t)/ργ −4∆Nγ(t)/Nγ ]/κcρ
in agreement with our normalization condition for µ̂. The upper panel shows
the solution for xc = 0.015 (z ! 6 × 106), while in the lower panel we have
xc = 5.3 × 10−3 (z ! 4.8 × 105). The difference at high frequencies can
be captured by matching with the high-frequency limit of the photon Boltz-
mann equation, giving extremely good agreement with the numerical result
over the full range of frequencies (Sect. 5.5.1 and Fig. 11).

the full first-order expression, Eq. (54), for µ̂, but neglected the con-
tribution from ∂y ln xc, which becomes large at low redshifts. At
z ! 5 × 105, neglecting the extra emission terms brings Σ again
closer to the lowest order case, while the change is much smaller
at earlier times. When also adding the contribution from ∂y ln xc
we find a large change of Σ during the BR-era. This difference is
not as important eventually, since the total optical depth contribu-
tion becomes rather small at late times. Also, at z ! few × 105,
the approximation is not expected to be as accurate (we find that it
works well until z ! 3× 105), but the overall effect on the visibility
function remains small.

5.3.5 Effect on the distortion visibility function

With Fig. 7, we can now compute the visibility function for differ-
ent approximation. In Fig. 8, we show the comparison of JDC and
our approximation with the numerical result obtained with Cos-
moTherm. The agreement of our approximation is extremely good,
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5.2.2 Compton equilibrium temperature

To check the consistency of the solution, we briefly turn to the con-
dition Te = TRJ. Using µ(0) = µ∞(τ) e−xc(τ)/x, we can readily com-
pute the Compton equilibrium temperature in the distorted radia-
tion field. From Eq. (17a), neglecting terms O(θ2γ) it is given by

T eq,(0)e ≈ T (0)RJ −
Tγ
4GPl3

∫ ∞

0
x2YSZ(x) µ(0)(τ, x) dx. (49)

For frequency independent µ(0)(τ, x), this immediately implies
T eq,(0)e = T (0)RJ because

∫

x2YSZ(x) dx vanishes; however, when in-
serting the lowest order solution, the integral no longer vanishes
and T eq,(0)e deviates from T (0)RJ by O(xc/10). Since after the en-
ergy release stopped, at lowest perturbation order one should find
T (0)e = T

eq,(0)
e ≡ T (0)RJ , this means that the solution is slightly incon-

sistent, but the discrepancy is indeed of higher order in xc.

5.3 First-order corrections

At this point, we have not included any additional physics but sim-
ply kept all lowest order terms, consistent with O(xc) in the evo-
lution equation for µ and definition of τµ. The derived corrections
were already present in previous numerical calculations and even
without improvements of the BR and DC Gaunt factors introduced
in CosmoTherm could have been obtained with little effort. The next
step is to obtain the corrections to Iµ̂ and then evaluate the changes
to the optical depth term, ∆τµ(z), given by Eq. (34b), adding terms
of O(x2c) to the integrant.

5.3.1 Correction to µ̂(τ, x) at order O(xc)

Since the photon production integral, Eq. (32), is of O(xc), we have
to improve the solution of µ̂(τ, x) to order O(xc). From the low-
est order solution, we know already that the time derivatives ∂τµ
and ∂τ(Te/Tγ) are both of order O(xc). Similarly, Λ(x)/θγ % x2c .
We furthermore already understand that the main frequency de-
pendence of the solution is found around x % xc & 1. Defining
σ = xcy = xc

∫

θγ dτ, and re-scaling the frequency as x = xc ξ, we
have the evolution equation:

xc
∂µ

∂σ
− x2cξ ∂σ

Te
Tγ
≈ ξ2µ′′ + 2g1(xcξ) ξµ′ −

λ(xcξ)
ξ2

(1 − e−xcξ)
xcξ

µ,

where primes now denote derivatives with respect to ξ and we de-
fined λ = Λ(x)/[θγx2c] = 1 + ∆λ [for double Compton ∆λ = 0
when neglecting frequency corrections to the Gaunt factor]. Scal-
ing the equations in this way shows that both the temperature term
on the l.h.s. of this equation and the higher order Compton cor-
rection [∝ 2(g1 − 1) % −x2/6[1 − x2/60] for x & 1] enter the
problem at higher order in perturbation theory, so that we neglect
them for now10. For the correction to the emission term, we have
λ(xcξ)(1−e−xcξ)/(xcξ) ≈ 1−xcξ/2+O(x2c) in the DC-era. During the
BR-era, matters are complicated by the logarithmic dependence of
the Gaunt factor on x. This means that in this case deviations from
Λ(x) = const enter at order % xc ln(xc). For simplicity we define

αem(x) = Λ(x)(1 − e−x)/(θγx2c x) − 1, (50)

10 As we will see in Sect. 5.5, this is too naive and the Compton terms give
O(xc) contributions at intermediate frequencies.

and include all frequency correction terms simultaneously at the
first perturbation order. For the time derivative of µ(0)(x, τ), we have

∂µ(0)(xc(τ)ξ, τ)
∂y

≈ µ(0)
[

∂ ln µ(0)∞ (τ)
∂y

−
xc
x
∂ ln xc(τ)
∂y

]

. (51)

The first term was recently considered by KS12, although there it
was treated as µ(0)∂y lnµ(0)∞ (τ) → µ ∂y lnµ(0)∞ (τ), giving a modified
Bessel function solution for µ. The second term leads to a small
correction at high redshifts (z ! 106), but in our approach it does
become significant later.

Put together, this then determines the evolution equation for
the first correction µ(1)(τ, x) = µ(0)∞ (τ)µ̂(1)(τ, x) + µ(1)∞ (τ)µ̂(0)(τ, x):

S (1)(x) =
[

∂ lnµ(0)

∂y
+ αem(x)

]

µ̂(0) ≈ ∂x x2∂xµ̂(1) −
x2c
x2
µ̂(1). (52)

The general solution of this equation reads

µ̂(1) = C1 e−xc/x + C2 exc/x +
∫ x

0
sinh

( xc
x′
−
xc
x

)

S (1)(x′)
dx′

xc
, (53)

where C1 and C2 are fixed by the boundary conditions. Inserting
the expression for S (1)(x), then gives the first-order correction to
the chemical potential as

µ̂(1) ≈ C1 e−xc/x + ln(x/xc) e−xc/x∂y lnµ(0)∞ (54)

+ Dµ(xc/x)
[

∂y ln µ(0)∞ +
1
2
∂y ln xc

]

+ Dem(xc, xc/x) xc.

The new integration constant can be fixed by requiring κρ = κcρ (see
Sect. 5.3.2). We directly absorbed any contribution from the source
term leading to an asymptotic behavior ∝ e−xc/x at x & 1 into this
integration constant. The functions Dµ and Dem are defined as

Dµ(ζ) = e−ζ
[

ln(2ζ) + γE − e2ζ Ei(−2ζ)
]

Dem(xc, ζ) = Fem(xc, 0) e−ζ − Fem(xc, ζ) (55)

Fem(xc, ζ) =
e−ζ

2xc

∫ x

0
ζ′αem(x′)

[

e2(ζ−ζ′) − 1
] dx′

x′
,

where in the expression for Fem we use x = xc/ζ and x′ = xc/ζ′.
The integral for Fem can be carried out numerically very efficiently.

We scaled the two correction function so that they are compa-
rable in amplitude. Their shapes are illustrated in Fig. 3. The main
correction appears around x % 2xc, where also most of the photon
emission comes from. This also implies that, while these two cor-
rection functions change little for the total energetics, they directly
affect the thermalization efficiency. In particular at z " 106, when
BR starts dominating, the correction related to Dem becomes sig-
nificant, giving rise to a nontrivial dependence on frequency. This
is partially due to the small mismatch of xc with the real position of
the emission maximum caused by the frequency dependence of the
DC and BR Gaunt factors, but also the % (1− e−x)/x modulation of
the emission term in Eq. (20).

To obtain the final solution, we can use ∂y lnµ(0)∞ ≈ −0.7769xc,
which follows from Eq. (33). The derivative of the critical fre-
quency with respect to y is approximately given by

∂τxc
2xcθγ

≈
2.01 × 10−2

1 + z
∂τz
x2c













1 − 2.75 × 10−2
[

1 + z
2 × 106

]−2.344










, (56)

where we used the expression given in Sect. 3.3.3, but neglected
relativistic corrections. During the radiation-dominated era (z !
3300), we have ∂τz = −H(1 + z)/σTNec ≈ −4.80. The second term
in parentheses arises because of BR, which can be neglected at high
redshifts. At z = 2 × 106, we find 1

2∂y ln xc ≈ −6× 10
−4 % −0.07xc;

however, at z % 2 × 105 we have 1
2∂y ln xc % 6 × 10

−2 % 9.4xc (see
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Figure 7. Changes of Σ = Iµ̂−1 for different approximations of µ̂ discussed
in Sect. 5.3.2. For the lowest order solution, we used µ̂ = A(xc) e−xc/x with
A(xc) = 1 and A(xc) = A0(xc) defined by Eq. (57). For the dashed red line,
we used µ̂ = A(xc)e−xc/x+ ln(x/xc ) e−xc/x∂y ln µ(0)

∞ , while for the solid black
line we used the full first-order expression, Eq. (54), each with their corre-
sponding normalization constants, A(xc). The double-dash dotted curve also
gives the result using Eq. (54), but when neglecting the contribution from
∂y ln xc, which becomes large at low redshifts. The shaded region indicates
where the high-frequency photon number freezes out.
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Figure 8.Distortion visibility function at different redshifts. The red dashed
curve shows JDC = e−(z/zdc)5/2 with zdc = 1.98 × 106. The solid black line
gives our approximation based on Eq. (54), with all terms included. The
numerical result was obtained using CosmoTherm.
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Figure 9. Corrections to the distortion visibility function at different red-
shifts. For all curves, the numerical result obtained using CosmoTherm
was used as reference. The dashed red line shows JDC = e−(z/zdc)5/2 with
zdc = 1.98×106. When only including the BR correction to the optical depth
(Sect. 5.2), we obtain the dotted blue line. Only adding the ln(x/xc )e−xc/x

term, we improve the agreement at early times. The solid black line gives
our approximation based on Eq. (54), with all terms included, showing pre-
cision below the level expected in terms of perturbation order $ xc.

without any matching with the numerical solution being carried out.
Also, evaluation of the simple integrals over the emission term and
the optical depth integrals take no more than a few seconds as op-
posed to a couple of hours for the full numerical calculation, giving
a huge improvement of the performance. We note that the full ef-
fect of the distortion visibility function and the full shape of the dis-
tortion are also captured by the efficient Green’s function method
introduced earlier (Chluba 2013b).

In Fig. 9, we illustrate more clearly which terms actually mat-
ter most. The simplest approximation, JDC = e−(z/zdc)5/2 , shows
excellent agreement with the numerical result until z $ 2 × 105,
when low-frequency photons produced by BR start reaching the
high-frequency domain. In particular at z ! 106, the visibility is
significantly lower than estimated with JDC. Adding the BR cor-
rection to the optical depth, significantly improves the solution be-
low z " 106 even to the sub-0.1% level. Clearly, by calculating the
full optical depth integral and realizing that at z $ 2 × 105 photon
transport to high frequencies shuts down, one can improve the ap-
proximation significantly. All the physics of this correction were
already included by the early treatments (Sunyaev & Zeldovich
1970; Burigana et al. 1991; Hu & Silk 1993), but since at z " 106,
alsoJDC already has " 3% precision, it was previously not of much
interest and only added recently by KS12 in preparation for high-
precision spectral distortion measurements.

Once we also add the ln(x/xc)e−xc/x term to the expression for
µ̂, we further improve the agreement at z ! 106. The slight dis-
agreement introduced at lower redshifts is cancelled mostly when
all terms are added to the approximation. This shows, the impor-
tance of both Dµ and Dem at z ! 106; in our approach these terms
need to be included to obtain an approximations below the expected
level of precision which is comparable to $ xc.

5.4 Comparison with Khatri & Sunyaev 2012

In Fig. 10, we compare our numerical results directly with the ap-
proximations for the distortion visibility function given by KS12.
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Figure 7. Changes of Σ = Iµ̂−1 for different approximations of µ̂ discussed
in Sect. 5.3.2. For the lowest order solution, we used µ̂ = A(xc) e−xc/x with
A(xc) = 1 and A(xc) = A0(xc) defined by Eq. (57). For the dashed red line,
we used µ̂ = A(xc)e−xc/x+ ln(x/xc ) e−xc/x∂y ln µ(0)

∞ , while for the solid black
line we used the full first-order expression, Eq. (54), each with their corre-
sponding normalization constants, A(xc). The double-dash dotted curve also
gives the result using Eq. (54), but when neglecting the contribution from
∂y ln xc, which becomes large at low redshifts. The shaded region indicates
where the high-frequency photon number freezes out.
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Figure 8.Distortion visibility function at different redshifts. The red dashed
curve shows JDC = e−(z/zdc)5/2 with zdc = 1.98 × 106. The solid black line
gives our approximation based on Eq. (54), with all terms included. The
numerical result was obtained using CosmoTherm.
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Figure 9. Corrections to the distortion visibility function at different red-
shifts. For all curves, the numerical result obtained using CosmoTherm
was used as reference. The dashed red line shows JDC = e−(z/zdc)5/2 with
zdc = 1.98×106. When only including the BR correction to the optical depth
(Sect. 5.2), we obtain the dotted blue line. Only adding the ln(x/xc )e−xc/x

term, we improve the agreement at early times. The solid black line gives
our approximation based on Eq. (54), with all terms included, showing pre-
cision below the level expected in terms of perturbation order $ xc.

without any matching with the numerical solution being carried out.
Also, evaluation of the simple integrals over the emission term and
the optical depth integrals take no more than a few seconds as op-
posed to a couple of hours for the full numerical calculation, giving
a huge improvement of the performance. We note that the full ef-
fect of the distortion visibility function and the full shape of the dis-
tortion are also captured by the efficient Green’s function method
introduced earlier (Chluba 2013b).

In Fig. 9, we illustrate more clearly which terms actually mat-
ter most. The simplest approximation, JDC = e−(z/zdc)5/2 , shows
excellent agreement with the numerical result until z $ 2 × 105,
when low-frequency photons produced by BR start reaching the
high-frequency domain. In particular at z ! 106, the visibility is
significantly lower than estimated with JDC. Adding the BR cor-
rection to the optical depth, significantly improves the solution be-
low z " 106 even to the sub-0.1% level. Clearly, by calculating the
full optical depth integral and realizing that at z $ 2 × 105 photon
transport to high frequencies shuts down, one can improve the ap-
proximation significantly. All the physics of this correction were
already included by the early treatments (Sunyaev & Zeldovich
1970; Burigana et al. 1991; Hu & Silk 1993), but since at z " 106,
alsoJDC already has " 3% precision, it was previously not of much
interest and only added recently by KS12 in preparation for high-
precision spectral distortion measurements.

Once we also add the ln(x/xc)e−xc/x term to the expression for
µ̂, we further improve the agreement at z ! 106. The slight dis-
agreement introduced at lower redshifts is cancelled mostly when
all terms are added to the approximation. This shows, the impor-
tance of both Dµ and Dem at z ! 106; in our approach these terms
need to be included to obtain an approximations below the expected
level of precision which is comparable to $ xc.

5.4 Comparison with Khatri & Sunyaev 2012

In Fig. 10, we compare our numerical results directly with the ap-
proximations for the distortion visibility function given by KS12.
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Figure 7. Changes of Σ = Iµ̂−1 for different approximations of µ̂ discussed
in Sect. 5.3.2. For the lowest order solution, we used µ̂ = A(xc) e−xc/x with
A(xc) = 1 and A(xc) = A0(xc) defined by Eq. (57). For the dashed red line,
we used µ̂ = A(xc)e−xc/x+ ln(x/xc ) e−xc/x∂y ln µ(0)

∞ , while for the solid black
line we used the full first-order expression, Eq. (54), each with their corre-
sponding normalization constants, A(xc). The double-dash dotted curve also
gives the result using Eq. (54), but when neglecting the contribution from
∂y ln xc, which becomes large at low redshifts. The shaded region indicates
where the high-frequency photon number freezes out.
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Figure 8.Distortion visibility function at different redshifts. The red dashed
curve shows JDC = e−(z/zdc)5/2 with zdc = 1.98 × 106. The solid black line
gives our approximation based on Eq. (54), with all terms included. The
numerical result was obtained using CosmoTherm.
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Figure 9. Corrections to the distortion visibility function at different red-
shifts. For all curves, the numerical result obtained using CosmoTherm
was used as reference. The dashed red line shows JDC = e−(z/zdc)5/2 with
zdc = 1.98×106. When only including the BR correction to the optical depth
(Sect. 5.2), we obtain the dotted blue line. Only adding the ln(x/xc )e−xc/x

term, we improve the agreement at early times. The solid black line gives
our approximation based on Eq. (54), with all terms included, showing pre-
cision below the level expected in terms of perturbation order $ xc.

without any matching with the numerical solution being carried out.
Also, evaluation of the simple integrals over the emission term and
the optical depth integrals take no more than a few seconds as op-
posed to a couple of hours for the full numerical calculation, giving
a huge improvement of the performance. We note that the full ef-
fect of the distortion visibility function and the full shape of the dis-
tortion are also captured by the efficient Green’s function method
introduced earlier (Chluba 2013b).

In Fig. 9, we illustrate more clearly which terms actually mat-
ter most. The simplest approximation, JDC = e−(z/zdc)5/2 , shows
excellent agreement with the numerical result until z $ 2 × 105,
when low-frequency photons produced by BR start reaching the
high-frequency domain. In particular at z ! 106, the visibility is
significantly lower than estimated with JDC. Adding the BR cor-
rection to the optical depth, significantly improves the solution be-
low z " 106 even to the sub-0.1% level. Clearly, by calculating the
full optical depth integral and realizing that at z $ 2 × 105 photon
transport to high frequencies shuts down, one can improve the ap-
proximation significantly. All the physics of this correction were
already included by the early treatments (Sunyaev & Zeldovich
1970; Burigana et al. 1991; Hu & Silk 1993), but since at z " 106,
alsoJDC already has " 3% precision, it was previously not of much
interest and only added recently by KS12 in preparation for high-
precision spectral distortion measurements.

Once we also add the ln(x/xc)e−xc/x term to the expression for
µ̂, we further improve the agreement at z ! 106. The slight dis-
agreement introduced at lower redshifts is cancelled mostly when
all terms are added to the approximation. This shows, the impor-
tance of both Dµ and Dem at z ! 106; in our approach these terms
need to be included to obtain an approximations below the expected
level of precision which is comparable to $ xc.

5.4 Comparison with Khatri & Sunyaev 2012

In Fig. 10, we compare our numerical results directly with the ap-
proximations for the distortion visibility function given by KS12.
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Figure 7. Changes of Σ = Iµ̂−1 for different approximations of µ̂ discussed
in Sect. 5.3.2. For the lowest order solution, we used µ̂ = A(xc) e−xc/x with
A(xc) = 1 and A(xc) = A0(xc) defined by Eq. (57). For the dashed red line,
we used µ̂ = A(xc)e−xc/x+ ln(x/xc ) e−xc/x∂y ln µ(0)

∞ , while for the solid black
line we used the full first-order expression, Eq. (54), each with their corre-
sponding normalization constants, A(xc). The double-dash dotted curve also
gives the result using Eq. (54), but when neglecting the contribution from
∂y ln xc, which becomes large at low redshifts. The shaded region indicates
where the high-frequency photon number freezes out.
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Figure 8.Distortion visibility function at different redshifts. The red dashed
curve shows JDC = e−(z/zdc)5/2 with zdc = 1.98 × 106. The solid black line
gives our approximation based on Eq. (54), with all terms included. The
numerical result was obtained using CosmoTherm.
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Figure 9. Corrections to the distortion visibility function at different red-
shifts. For all curves, the numerical result obtained using CosmoTherm
was used as reference. The dashed red line shows JDC = e−(z/zdc)5/2 with
zdc = 1.98×106. When only including the BR correction to the optical depth
(Sect. 5.2), we obtain the dotted blue line. Only adding the ln(x/xc )e−xc/x

term, we improve the agreement at early times. The solid black line gives
our approximation based on Eq. (54), with all terms included, showing pre-
cision below the level expected in terms of perturbation order $ xc.

without any matching with the numerical solution being carried out.
Also, evaluation of the simple integrals over the emission term and
the optical depth integrals take no more than a few seconds as op-
posed to a couple of hours for the full numerical calculation, giving
a huge improvement of the performance. We note that the full ef-
fect of the distortion visibility function and the full shape of the dis-
tortion are also captured by the efficient Green’s function method
introduced earlier (Chluba 2013b).

In Fig. 9, we illustrate more clearly which terms actually mat-
ter most. The simplest approximation, JDC = e−(z/zdc)5/2 , shows
excellent agreement with the numerical result until z $ 2 × 105,
when low-frequency photons produced by BR start reaching the
high-frequency domain. In particular at z ! 106, the visibility is
significantly lower than estimated with JDC. Adding the BR cor-
rection to the optical depth, significantly improves the solution be-
low z " 106 even to the sub-0.1% level. Clearly, by calculating the
full optical depth integral and realizing that at z $ 2 × 105 photon
transport to high frequencies shuts down, one can improve the ap-
proximation significantly. All the physics of this correction were
already included by the early treatments (Sunyaev & Zeldovich
1970; Burigana et al. 1991; Hu & Silk 1993), but since at z " 106,
alsoJDC already has " 3% precision, it was previously not of much
interest and only added recently by KS12 in preparation for high-
precision spectral distortion measurements.

Once we also add the ln(x/xc)e−xc/x term to the expression for
µ̂, we further improve the agreement at z ! 106. The slight dis-
agreement introduced at lower redshifts is cancelled mostly when
all terms are added to the approximation. This shows, the impor-
tance of both Dµ and Dem at z ! 106; in our approach these terms
need to be included to obtain an approximations below the expected
level of precision which is comparable to $ xc.

5.4 Comparison with Khatri & Sunyaev 2012

In Fig. 10, we compare our numerical results directly with the ap-
proximations for the distortion visibility function given by KS12.
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Figure 7. Changes of Σ = Iµ̂−1 for different approximations of µ̂ discussed
in Sect. 5.3.2. For the lowest order solution, we used µ̂ = A(xc) e−xc/x with
A(xc) = 1 and A(xc) = A0(xc) defined by Eq. (57). For the dashed red line,
we used µ̂ = A(xc)e−xc/x+ ln(x/xc ) e−xc/x∂y ln µ(0)

∞ , while for the solid black
line we used the full first-order expression, Eq. (54), each with their corre-
sponding normalization constants, A(xc). The double-dash dotted curve also
gives the result using Eq. (54), but when neglecting the contribution from
∂y ln xc, which becomes large at low redshifts. The shaded region indicates
where the high-frequency photon number freezes out.
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Figure 8.Distortion visibility function at different redshifts. The red dashed
curve shows JDC = e−(z/zdc)5/2 with zdc = 1.98 × 106. The solid black line
gives our approximation based on Eq. (54), with all terms included. The
numerical result was obtained using CosmoTherm.
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Figure 9. Corrections to the distortion visibility function at different red-
shifts. For all curves, the numerical result obtained using CosmoTherm
was used as reference. The dashed red line shows JDC = e−(z/zdc)5/2 with
zdc = 1.98×106. When only including the BR correction to the optical depth
(Sect. 5.2), we obtain the dotted blue line. Only adding the ln(x/xc )e−xc/x

term, we improve the agreement at early times. The solid black line gives
our approximation based on Eq. (54), with all terms included, showing pre-
cision below the level expected in terms of perturbation order $ xc.

without any matching with the numerical solution being carried out.
Also, evaluation of the simple integrals over the emission term and
the optical depth integrals take no more than a few seconds as op-
posed to a couple of hours for the full numerical calculation, giving
a huge improvement of the performance. We note that the full ef-
fect of the distortion visibility function and the full shape of the dis-
tortion are also captured by the efficient Green’s function method
introduced earlier (Chluba 2013b).

In Fig. 9, we illustrate more clearly which terms actually mat-
ter most. The simplest approximation, JDC = e−(z/zdc)5/2 , shows
excellent agreement with the numerical result until z $ 2 × 105,
when low-frequency photons produced by BR start reaching the
high-frequency domain. In particular at z ! 106, the visibility is
significantly lower than estimated with JDC. Adding the BR cor-
rection to the optical depth, significantly improves the solution be-
low z " 106 even to the sub-0.1% level. Clearly, by calculating the
full optical depth integral and realizing that at z $ 2 × 105 photon
transport to high frequencies shuts down, one can improve the ap-
proximation significantly. All the physics of this correction were
already included by the early treatments (Sunyaev & Zeldovich
1970; Burigana et al. 1991; Hu & Silk 1993), but since at z " 106,
alsoJDC already has " 3% precision, it was previously not of much
interest and only added recently by KS12 in preparation for high-
precision spectral distortion measurements.

Once we also add the ln(x/xc)e−xc/x term to the expression for
µ̂, we further improve the agreement at z ! 106. The slight dis-
agreement introduced at lower redshifts is cancelled mostly when
all terms are added to the approximation. This shows, the impor-
tance of both Dµ and Dem at z ! 106; in our approach these terms
need to be included to obtain an approximations below the expected
level of precision which is comparable to $ xc.

5.4 Comparison with Khatri & Sunyaev 2012

In Fig. 10, we compare our numerical results directly with the ap-
proximations for the distortion visibility function given by KS12.
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Figure 10. Comparison of the approximation given by KS12 with our nu-
merical result from CosmoTherm. We compare for the cosmology used in
KS12 (blue dashed) and the one used here (black dash-dotted). Their simple
expression (heavy lines) works very well overall. Our approximation (thin
lines) represents our numerical result below the expected precision ! xc
at all redshifts and giving ! 0.1% precision at z ! 106. In Sect. 5.4.1, we
briefly discuss the possible explanations for difference with KS12.

We included DC relativistic corrections, because KS12 applied
the expressions from Chluba & Sunyaev (2012) in their numerical
computations, which included these aspects (see Sect. 6 for more
discussion). Overall, their approximation captures the full numeri-
cal result very well. We give the comparison for two slightly differ-
ent cosmologies, showing that their expression represents our result
for the distortion visibility to a few percent precision. Our approx-
imation performs a little better, representing our numerical result
below the expected precision ! xc at all redshifts and giving much
higher precision at z ! 106. Also, the cosmology dependence is not
as pronounced. This is reassuring, demonstrating that our perturba-
tive approach works very well; the achieved level of precision is,
however, generally very futuristic, although the computational cost
is also very small.

At low redshift (z ! 106), the approximation of KS12 slightly
underestimates the true distortion visibility function, an effect that
is also visible in their Fig. 7. This is because they did not take into
account that photon transport from low to high frequencies stops
below z ! 2×105 (see Sect. 3.3.4). Also, at those epochs, it becomes
difficult even numerically to define the amplitude of µ∞ without us-
ing energetic arguments, because the shape of the distortions starts
departing from a pure µ-distortion. Our approach avoids this com-
plication (see discussion below).

5.4.1 Possible causes for the small differences with KS12

Although pretty small, the differences between our numerical result
and the approximations of KS12 are larger than the stated precision
of their formulae. In particular, at z " 106, they obtain sub-percent
agreement with their numerical solution. What could be the possi-
ble causes for the differences?

One possibility is simply the numerical treatment. This is
however unlikely, since both KS12 and our approximate solu-
tions provide an approach that is independent of the more deli-
cate partial differential equation solving, finding excellent agree-
ment internally. The next possibility is the included physics. Again,
this seems unlikely, since they also base their physical setup on

Chluba & Sunyaev (2012) and what went into CosmoTherm. The
only small problem could be related to the fact that KS12 did not
explicitly separate the physics of DC relativistic corrections, possi-
bly explaining some part of the cosmology dependence we find.

The most plausible cause of the differences is the normaliza-
tion condition. In the derivation of Eq. (9b), it was explicitly re-
quired that ∂τκρ = 0. In our formulation, this is directly achieved
using the normalization condition κρ(t) = κcρ ≈ 2.1419 to fix the free
integration constant in Eq. (54). In contrast, KS12 just normalized
their solution at one fixed frequency. This generally gives ∂τκρ ! 0,
so that the equivalent of Eq. (9b) reads

d(κ̂ρµ∞)
dt

≈
3
κcρ

d ln a4ργ

dt
−

4
κcρ

d ln a3Nγ
dt

. (62)

This adds another small time-dependent term to the problem, which
can be thought of as an equivalent of the effective heat capacity for
the distorted photon field. This term was not discussed by KS12,
while we absorbed it in the definition of µ∗∞. Physically, this proba-
bly implies that the distortion visibility function of KS12 does not
exactly represent the fraction of energy that is stored by the distor-
tion at a given moment. However, since the difference is small, we
address this question in some future work.

5.5 High-frequency matching and corrections due to other
neglected terms

While in terms of perturbation theory, we have already included all
contributions O(xc) into the analysis of Sect. 5.3, it is interesting
to understand the role of higher order corrections in x. These are
expected to become relevant at intermediate frequencies x ! 1,
reaching similar amplitudes as the other terms. We start by using
the solution obtained in the high-frequency limit and match it with
the low-frequency solution discussed in Sect. 5.3. We then proceed
by adding the temperature drift term and higher order Compton
corrections in frequency.

5.5.1 High-frequency solution matching

Our numerical results show that the high-frequency behavior is
not well represented by extrapolating the low-frequency solution
Eq. (54). Instead, we should separately consider the high-frequency
limit of the photon Boltzmann equation and then match the solu-
tions at some matching point xm.

At high frequencies, emission and absorption terms can be ne-
glected and we only need to worry about the effect of Compton
scattering. This gives the evolution equation

∂yµ − x ∂y(Te/Tγ) ≈ x2 µ′′ − x2µ′. (63)

Assuming that the time-derivative terms can be treated as pertur-
bations, we find the lowest order solution µ(0)

high(x) ≈ Chigh, which
is consistent with the low-frequency solution µ = C1e−xc/x. In the
next iteration, we find

µhigh(x) ≈ Chigh + ln(x) ∂y(T (0)
e /Tγ), (64)

which shows that energetically the time derivative of the elec-
tron temperature plays the most important role at high frequen-
cies. Physically, this makes a lot of sense as well, since the en-
ergy exchange is dominated by the high-energy spectrum, which is
mainly driven by the Compton process and hence directly related
to the electron temperature and its rate of change. From Eq. (9a),
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Figure 12. Comparison of µ̂ = e−xc/x with DT (xc/x) and DK(xc , xc/x) for
xc = 0.015 (z " 6 × 106).

Inserting this into the solution Eq. (53), we find

µ̂K(τ, x) = xc ln(x/xc) e−xc/x + 6DK(xc, xc/x) xc

DK(xc, ζ) =
1
6

[

FK(xc, 0) e−ζ − FK(xc, ζ)
]

(68)

FK(xc, ζ) = ln(x) e−ζ +
e−ζ

xc

∫ x

0

[

x′

2
1 + e−x′

1 − e−x′
− 1

]

[

e2(ζ−ζ′) − 1
] dx′

x′
.

The frequency dependence of FK(x) is illustrated in Fig. 12. It has
most of its contributions at frequencies x > 2xc, so that in com-
parison with the previous correction functions it dominates in this
range. In particular, the typical amplitude of the correction is not
" O(x2

c) but rather O(xc). At intermediate frequencies, this is the
dominant correction we missed in our treatment above.

We furthermore see that the correction µ̂K picks up a contribu-
tion " xc ln(x/xc) e−xc/x, changing the extrapolated behavior of the
total low-frequency solution to µ̂(τ, x) ≈ A(xc) + 0.233xc ln(x/xc)
rather than µ̂(τ, x) ≈ A(xc) − 0.777xc ln(x/xc) at high redshifts.
This behavior suggests a problem with matching the low- and
high-frequency solutions smoothly, since from Eq. (64) we find
a negative derivative for µ̂high with respect to x. The problem is
solved when including the next-order corrections in x for the high-
frequency limit, giving the evolution equation

∂yµ − x ∂y(Te/Tγ) ≈ x2 µ′′ + (4 − x)xµ′. (69)

and hence

µ̂high(x) ≈ Chigh + ln(x)
∂y(T (0)

e /Tγ)
µ(0)
∞

+













∂y ln µ(0)
∞ − 3

∂y(T (0)
e /Tγ)
µ(0)
∞













1 + 1
x +

2
3x

x
. (70)

Matching with this high-frequency approximation is no problem,
with the typical matching frequency xm ≈ 1.5, from requiring
smooth first derivatives. Including the Compton correction term in
Eq. (68), we find agreement of the analytic solution with the numer-
ical solution at the level ! 0.1% at 0.1xc ≤ x ≤ 100 and z " 3× 105

(e.g., see Fig. 11). That is without any direct fitting to the full nu-
merical result, underlining the advantages of our approach.
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Figure 13. DC and CS corrections to the distortion visibility function. The
full non-relativistic result is used as a reference. The thin solid blue lines
give the simple approximations discussed in Sect. 6, while the other lines
were obtained by modifying our perturbation expansion, Eq. (54), accord-
ingly. For the DC corrections, we also show the full numerical result for the
correction obtained with CosmoTherm.

6 FIRST-ORDER RELATIVISTIC CORRECTIONS

We finish our analysis for the early µ-distortions including low-
est order relativistic corrections to the DC and Compton processes.
Part of the corrections were studied analytically in Chluba (2005).
The DC corrections were also already included numerically by
Chluba & Sunyaev (2012) as part of CosmoTherm, but no more de-
tailed discussion was given.

6.1 DC corrections

The effect of relativistic corrections caused by DC scattering is
straightforward to include in our perturbation approach. The main
effect is driven by a shift in the critical frequency of a few percent
(see Fig. 1) and a change in the emission integral, Iµ̂, caused by the
frequency dependence of the DC Gaunt factor. These effects can be
estimated relative to the standard DC visibility function.

Neglecting the additional frequency dependence of the DC
Gaunt factor, ΛDC(x, θγ) ≈ ΛDC(0, θγ), the dominant effect can be
captured by re-evaluating the optical depth integral for τµ,0 with
modified xc [obtained from Eq. (26b)], giving (cf. Chluba 2005)

∆τDC
µ (z, 0) ≈ −5.06 θγ (z/zdc)5/2, (71)

which at z " 6 × 106 implies a ∆J/JDC " 5.06 θγ " 22% visi-
bility increase relative to JDC. The effect is illustrated in Fig. 13,
where we compared with the full non-relativistic result instead of
JDC. At high redshifts, the correction-to-correction is noticeable,
and the simple expression, Eq. (71), slightly underestimates the ef-
fect; however, our full perturbation approximation agrees very well
with the numerical result obtained with CosmoTherm, taking only
a few seconds to evaluate rather than hours.

When also accounting for the frequency dependence of the
DC Gaunt factor, both Eq. (34a) and (34b) have to be re-evaluated,
where we simply insert µ̂ ≈ e−xc/x. We find ∆Iµ̂ ≈ 3.70 × 10−3 +

1.46xc captures the correction to Iµ̂ pretty well, where we used
ΛDC(x, θγ)/ΛDC(0, θγ) ≈ 1 + x/2. Evaluating the optical depth inte-
grals then gives

∆τDC
µ (z, 0) ≈ [3.70 × 10−3 + 1.43xDC,0

c ] (z/zdc)5/2. (72)
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Figure 12. Comparison of µ̂ = e−xc/x with DT (xc/x) and DK(xc , xc/x) for
xc = 0.015 (z " 6 × 106).

Inserting this into the solution Eq. (53), we find

µ̂K(τ, x) = xc ln(x/xc) e−xc/x + 6DK(xc, xc/x) xc

DK(xc, ζ) =
1
6

[

FK(xc, 0) e−ζ − FK(xc, ζ)
]

(68)

FK(xc, ζ) = ln(x) e−ζ +
e−ζ

xc

∫ x

0

[

x′

2
1 + e−x′

1 − e−x′
− 1

]

[

e2(ζ−ζ′) − 1
] dx′

x′
.

The frequency dependence of FK(x) is illustrated in Fig. 12. It has
most of its contributions at frequencies x > 2xc, so that in com-
parison with the previous correction functions it dominates in this
range. In particular, the typical amplitude of the correction is not
" O(x2

c) but rather O(xc). At intermediate frequencies, this is the
dominant correction we missed in our treatment above.

We furthermore see that the correction µ̂K picks up a contribu-
tion " xc ln(x/xc) e−xc/x, changing the extrapolated behavior of the
total low-frequency solution to µ̂(τ, x) ≈ A(xc) + 0.233xc ln(x/xc)
rather than µ̂(τ, x) ≈ A(xc) − 0.777xc ln(x/xc) at high redshifts.
This behavior suggests a problem with matching the low- and
high-frequency solutions smoothly, since from Eq. (64) we find
a negative derivative for µ̂high with respect to x. The problem is
solved when including the next-order corrections in x for the high-
frequency limit, giving the evolution equation

∂yµ − x ∂y(Te/Tγ) ≈ x2 µ′′ + (4 − x)xµ′. (69)

and hence

µ̂high(x) ≈ Chigh + ln(x)
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


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Matching with this high-frequency approximation is no problem,
with the typical matching frequency xm ≈ 1.5, from requiring
smooth first derivatives. Including the Compton correction term in
Eq. (68), we find agreement of the analytic solution with the numer-
ical solution at the level ! 0.1% at 0.1xc ≤ x ≤ 100 and z " 3× 105

(e.g., see Fig. 11). That is without any direct fitting to the full nu-
merical result, underlining the advantages of our approach.
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Figure 13. DC and CS corrections to the distortion visibility function. The
full non-relativistic result is used as a reference. The thin solid blue lines
give the simple approximations discussed in Sect. 6, while the other lines
were obtained by modifying our perturbation expansion, Eq. (54), accord-
ingly. For the DC corrections, we also show the full numerical result for the
correction obtained with CosmoTherm.

6 FIRST-ORDER RELATIVISTIC CORRECTIONS

We finish our analysis for the early µ-distortions including low-
est order relativistic corrections to the DC and Compton processes.
Part of the corrections were studied analytically in Chluba (2005).
The DC corrections were also already included numerically by
Chluba & Sunyaev (2012) as part of CosmoTherm, but no more de-
tailed discussion was given.

6.1 DC corrections

The effect of relativistic corrections caused by DC scattering is
straightforward to include in our perturbation approach. The main
effect is driven by a shift in the critical frequency of a few percent
(see Fig. 1) and a change in the emission integral, Iµ̂, caused by the
frequency dependence of the DC Gaunt factor. These effects can be
estimated relative to the standard DC visibility function.

Neglecting the additional frequency dependence of the DC
Gaunt factor, ΛDC(x, θγ) ≈ ΛDC(0, θγ), the dominant effect can be
captured by re-evaluating the optical depth integral for τµ,0 with
modified xc [obtained from Eq. (26b)], giving (cf. Chluba 2005)

∆τDC
µ (z, 0) ≈ −5.06 θγ (z/zdc)5/2, (71)

which at z " 6 × 106 implies a ∆J/JDC " 5.06 θγ " 22% visi-
bility increase relative to JDC. The effect is illustrated in Fig. 13,
where we compared with the full non-relativistic result instead of
JDC. At high redshifts, the correction-to-correction is noticeable,
and the simple expression, Eq. (71), slightly underestimates the ef-
fect; however, our full perturbation approximation agrees very well
with the numerical result obtained with CosmoTherm, taking only
a few seconds to evaluate rather than hours.

When also accounting for the frequency dependence of the
DC Gaunt factor, both Eq. (34a) and (34b) have to be re-evaluated,
where we simply insert µ̂ ≈ e−xc/x. We find ∆Iµ̂ ≈ 3.70 × 10−3 +

1.46xc captures the correction to Iµ̂ pretty well, where we used
ΛDC(x, θγ)/ΛDC(0, θγ) ≈ 1 + x/2. Evaluating the optical depth inte-
grals then gives

∆τDC
µ (z, 0) ≈ [3.70 × 10−3 + 1.43xDC,0

c ] (z/zdc)5/2. (72)
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Inserting this into the solution Eq. (53), we find

µ̂K(τ, x) = xc ln(x/xc) e−xc/x + 6DK(xc, xc/x) xc

DK(xc, ζ) =
1
6

[

FK(xc, 0) e−ζ − FK(xc, ζ)
]

(68)

FK(xc, ζ) = ln(x) e−ζ +
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The frequency dependence of FK(x) is illustrated in Fig. 12. It has
most of its contributions at frequencies x > 2xc, so that in com-
parison with the previous correction functions it dominates in this
range. In particular, the typical amplitude of the correction is not
" O(x2

c) but rather O(xc). At intermediate frequencies, this is the
dominant correction we missed in our treatment above.

We furthermore see that the correction µ̂K picks up a contribu-
tion " xc ln(x/xc) e−xc/x, changing the extrapolated behavior of the
total low-frequency solution to µ̂(τ, x) ≈ A(xc) + 0.233xc ln(x/xc)
rather than µ̂(τ, x) ≈ A(xc) − 0.777xc ln(x/xc) at high redshifts.
This behavior suggests a problem with matching the low- and
high-frequency solutions smoothly, since from Eq. (64) we find
a negative derivative for µ̂high with respect to x. The problem is
solved when including the next-order corrections in x for the high-
frequency limit, giving the evolution equation

∂yµ − x ∂y(Te/Tγ) ≈ x2 µ′′ + (4 − x)xµ′. (69)

and hence

µ̂high(x) ≈ Chigh + ln(x)
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Matching with this high-frequency approximation is no problem,
with the typical matching frequency xm ≈ 1.5, from requiring
smooth first derivatives. Including the Compton correction term in
Eq. (68), we find agreement of the analytic solution with the numer-
ical solution at the level ! 0.1% at 0.1xc ≤ x ≤ 100 and z " 3× 105

(e.g., see Fig. 11). That is without any direct fitting to the full nu-
merical result, underlining the advantages of our approach.
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Figure 13. DC and CS corrections to the distortion visibility function. The
full non-relativistic result is used as a reference. The thin solid blue lines
give the simple approximations discussed in Sect. 6, while the other lines
were obtained by modifying our perturbation expansion, Eq. (54), accord-
ingly. For the DC corrections, we also show the full numerical result for the
correction obtained with CosmoTherm.

6 FIRST-ORDER RELATIVISTIC CORRECTIONS

We finish our analysis for the early µ-distortions including low-
est order relativistic corrections to the DC and Compton processes.
Part of the corrections were studied analytically in Chluba (2005).
The DC corrections were also already included numerically by
Chluba & Sunyaev (2012) as part of CosmoTherm, but no more de-
tailed discussion was given.

6.1 DC corrections

The effect of relativistic corrections caused by DC scattering is
straightforward to include in our perturbation approach. The main
effect is driven by a shift in the critical frequency of a few percent
(see Fig. 1) and a change in the emission integral, Iµ̂, caused by the
frequency dependence of the DC Gaunt factor. These effects can be
estimated relative to the standard DC visibility function.

Neglecting the additional frequency dependence of the DC
Gaunt factor, ΛDC(x, θγ) ≈ ΛDC(0, θγ), the dominant effect can be
captured by re-evaluating the optical depth integral for τµ,0 with
modified xc [obtained from Eq. (26b)], giving (cf. Chluba 2005)

∆τDC
µ (z, 0) ≈ −5.06 θγ (z/zdc)5/2, (71)

which at z " 6 × 106 implies a ∆J/JDC " 5.06 θγ " 22% visi-
bility increase relative to JDC. The effect is illustrated in Fig. 13,
where we compared with the full non-relativistic result instead of
JDC. At high redshifts, the correction-to-correction is noticeable,
and the simple expression, Eq. (71), slightly underestimates the ef-
fect; however, our full perturbation approximation agrees very well
with the numerical result obtained with CosmoTherm, taking only
a few seconds to evaluate rather than hours.

When also accounting for the frequency dependence of the
DC Gaunt factor, both Eq. (34a) and (34b) have to be re-evaluated,
where we simply insert µ̂ ≈ e−xc/x. We find ∆Iµ̂ ≈ 3.70 × 10−3 +

1.46xc captures the correction to Iµ̂ pretty well, where we used
ΛDC(x, θγ)/ΛDC(0, θγ) ≈ 1 + x/2. Evaluating the optical depth inte-
grals then gives

∆τDC
µ (z, 0) ≈ [3.70 × 10−3 + 1.43xDC,0

c ] (z/zdc)5/2. (72)
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The contribution to τµ,0(z), Eq. (34a), just coming from the shift in
the critical frequency by ∆xc ≈ xc/4 [cf. Eq. (26b)] is " 0.21xDC,0c ,
while re-evaluation of Eq. (34b) gave rise to the rest. This correc-
tion cancels the DC temperature correction, leading to a net change
∆J/JDC " −17% at z " 6 × 106. The full result is illustrated
in Fig. 13. This time, our simple approximation overestimates the
effect slightly, due to corrections-to-corrections that were not in-
cluded. Our full perturbation approximation again agrees very well
with the numerical result obtained with CosmoTherm.

We also mention, that at lowest order in x, the frequency
modulation of the emission term, Eq. (20), caused by the factor
(1 − e−x)/x ≈ 1 − x/2 and ΛDC(x, θγ) ∝ 1 + x/2 cancel identically.
Since previously we corrected for the effect of (1−e−x)/x, inclusion
of the frequency correction toΛDC(x, θγ) reverses this correction. In
our perturbation approach, this is easy to account for, and for the
correction Eq. (72) we also included it.

6.2 CS temperature corrections

To include CS temperature correction, we return to Eq. (15) and
insert µ̂(0) = e−xc/x. By keeping only terms at lowest order in x & 1,
we find the additional source term

S (1)CS(x) = θγ
(

17
10
+
14
5
xc
x
−
7
10

x2c
x2

)

x2c
x2
µ̂(0). (73)

Inserting this into the integral of Eq. (53), we obtain the following
frequency dependent correction (cf. Chluba 2005)

µ̂CS(x) ≈ CCS e−xc/x − θγ DCS(xc/x) (74)

DCS(ζ) =
ζ

2

(

11
4
+
21
20
ζ −

7
30
ζ2

)

e−ζ . (75)

We absorbed any term ∝ e−xc/x into the constant and also ensured
µ → 0 for small x. Since DCS(ζ) > 0 around x " 2xc, the main ef-
fect of CS temperature corrections is to move the critical frequency
of the solution towards slightly higher values. The mean shift of the
photon energy per scattering is given by ∆ν/ν " 4θe[1 + (5/2)θe]
(e.g., Sazonov & Sunyaev 2000), which makes CS win the up-
per hand over DC at slightly higher frequencies, but this time de-
creasing the effective photon production rate, because according to
ΛDC/[θγ(1+(5/2)θγ)] = x2c the effective critical frequency decreases
by ∆xc " −(5/4)xcθγ. Inserting the correction function DCS(ζ) into
the emission integral Eq. (32), we find

∆ICSµ̂ ≈ −[1.72 − 0.82xc] θγ, (76)

which is in agreement with the argument given above. The effect
is slightly larger than expected from the simple estimate ∆ICSµ̂ ≈
−(5/4)θγxc. This is likely due to the higher derivative terms and the
precise shape of DCS(ζ). The final correction to the thermalization
optical depth thus is

∆τCSµ (z, 0) ≈ −1.23θγ (z/zdc)5/2, (77)

which is roughly " 4 times smaller than the DC temperature correc-
tion, but it goes into the same direction. This is in good agreement
with the estimates of Chluba (2005).

Adding the CS correction to our perturbation treatment, we
obtain the thick solid black line in Fig. 13. Since the correction due
to CS appears to be relatively small, we did not go through the trou-
ble of implementing the effect numerically for CosmoTherm. It is
possible to iteratively include the correction using a Compton ker-
nel approach, similar to how it was done in connection with refined
helium recombination calculations (Chluba et al. 2012a). However,

we leave a numerical confirmation of the CS scattering correction
to some future work.

For completeness, by redetermining the normalization of our
full solution (see Sect. 5.3.2), we find a small negative correction
∆ACS ≈ xcA0(xc)[0.138+1.06 ln xc] θγ, which usually is negligible.

7 CONCLUSION

We carried out a systematic study of approximations for the distor-
tion visibility function and early µ-distortions, basing our analysis
on a perturbative expansion of the solution in terms of the critical
frequency, xc & 1. Our approximations for both the distortion visi-
bility function and the µ-type distortions, over a wide range of red-
shifts and frequencies, agree very well with the numerical solutions
obtained with CosmoTherm. Only a few simple integrals have to be
evaluated numerically, speeding the computation up from several
hours11 down to seconds.

We demonstrate that the high-frequency chemical potential
scales like µ(x) ∝ const+∂y(Te/Tγ) ln x (see Sect. 5.5.1). The shape
of the high-frequency spectrum is thus driven by the evolution of
the electron temperature, giving rise to an n(x) " xγe−x dependence
of the photon occupation number at large x = hν/kTγ. The non-
stationary correction caused by the time derivative of the chemi-
cal potential amplitude discussed by KS12 is noticeable at low fre-
quencies, although a slightly larger term ∝ ln(x/xc)e−xc/x arises due
to Compton scattering frequency corrections [see Eq. (68)]. At in-
termediate frequencies x " 1, additional modifications due to the
Compton process become noticeable (Sect. 5.5.3). These correc-
tions allow us to smoothly match the solutions for the µ-distortion
obtained in the high- and low-frequency limit, giving an accurate
description of the distortion at z ! 3×105, with no extra calibration
of constants relative to the numerical result required (Fig. 11). This
extends the validity for the µ-distortion approximations in compar-
ison to the approach of KS12 at practically no additional cost.

Overall our results for the distortion visibility function agree
well with the approximations of KS12. Being slightly more elab-
orate, our approach seems to agree a bit better with our numerical
result (see Fig. 10). We argue (see Sect. 5.4.1) that part of the dif-
ference could be related to the precise definition of what the dis-
tortion visibility function really is, which in our case is ensured to
represent the momentary fraction of energy that is stored by the dis-
tortion. We will investigate the source of the deviations in a future
work. A simple code for computing the distortion visibility func-
tion will be made available at www.Chluba.de/CosmoTherm .

Finally, in Sect. 6 we explain how DC and CS relativistic cor-
rections affect the distortion visibility at 106 " z. DC and CS tem-
perature corrections decrease the thermalization efficiency, with the
effect reaching ∆J/JDC " 27% at z " 6 × 106. This is canceled
by DC frequency-dependent corrections to the Gaunt factor, giving
rise to a net∆J/JDC " −10% at z " 6×106 (see Fig. 13). Including
all corrections discussed here, at z " 6×106 the distortion visibility
function thus is about a factor of " 2 smaller than the simplest ap-
proximation, JDC(z) = e−(z/zdc)

2.5 , a modification that is important
for the interpretation of future spectral distortion data (see Figs. 8
and 9 for more details).

11 For sampling the visibility function at " 60 redshifts.
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Figure 11. Difference of the analytic approximation for µ̂ with respect to
the numerical solution obtained from CosmoTherm at z = 6 × 106 and
z = 4.8 × 105. The approximation, Eq. (54), shown as dashed blue line
captures the behavior well at low frequencies, while at high frequencies
it deviates from the numerical solution at the level of a few percent. Ne-
glecting the contributions from Dµ and Dem (violet dash-dot-dotted line)
degrades the solution at low frequencies. Matching with the high-frequency
solution, Eq. (64), gives sub-percent agreement. Also adding the Compton
scattering correction DK to the low-frequency solution and using Eq. (70)
for the high-frequency part further improves the agreement.

we find ∂y(T (0)
e /Tγ) ≈ (M3/4) ∂yµ(0)

∞ ≈ −0.2157 xcµ
(0)
∞ , which im-

plies that the contribution of the log-term is reduced roughly 3
times with respect to the low-frequency solution. Looking at Fig. 6
suggests that this goes into the right direction. Note, however,
that according to Eq. (9a) also (M2M3/κ

c
ρ)d ln(M3/M2)/dy ≈

−0.25xc(1 + 0.88 ln xc)(1 + 1.81xc)d ln xc/dy contributes to the
derivative ∂y(T (0)

e /Tγ) at late times.
As the next step, we should continuously match the two limit-

ing solutions at some frequency xm. We know that the terms Dµ and
Dem in Eq. (54) are rather small at x ! 1, so that for the matching
condition we can use

A(xc) + ln(xm/xc)∂y ln µ(0)
∞ ≈ Chigh + ln(xm/xc)

∂y(T (0)
e /Tγ)
µ(0)
∞

(65)

Note that we scaled the whole solution relative to µ(0)
∞ . To determine

the best value for xm, we require smooth derivatives of the solution.

This then implies Chigh ≈ A(xc) − 0.56 xc ln(xm/xc). The matching
point is always close to xm ≈ 1.8.

We find that this procedure improves the agreement of the nu-
merical and analytical solutions significantly, in particular captur-
ing the high-frequency scaling (cf. Fig. 11). However, since we
leave the low-frequency solution practically unchanged, for the
computation of the visibility function this modification can be omit-
ted. In addition, a small correction to the normalization arises but it
is % O(x2

c), and can also be neglected.
In terms of the photon spectrum, Eq. (64) implies that the

high-frequency solution for the photon occupation number is

n(t, xe) % α(t)xγe (t) e−xe , (66)

with power-law coefficient γ = −∂y(T (0)
e /Tγ) and xe = hν/kTe. This

shows that due to the lack of high-frequency photons, the spectrum
only slowly reaches a pure Wien-spectrum at the electron tempera-
ture, n(t, xe) % e−xe . If the electron temperature changes, the shape
of the spectrum is determined by the transport of photons between
low and high frequencies. In particular, this indicates that the chem-
ical potential generally remains non-zero at high frequencies. This
limiting behavior is not captured by the solution given by KS12.

5.5.2 Temperature drift term

Let us consider the term −x ∂y(Te/Tγ) on the left-hand side of
Eq. (43). As before we shall treat it as a source term in Eq. (53).
Carrying out the integrals and absorbing any contribution ∝ exc/x

(these can be absorbed by the boundary condition at x → 0) and
∝ e−xc/x at x ( 1, we find:

µ̂T (τ, x) = [xcDT (xc/x) − x]
∂y(T (0)

e /Tγ)
2 µ(0)
∞

DT (ζ) = 1
2

[

e−ζ Ei(ζ) − eζ Ei(−ζ)
]

. (67)

The frequency dependence of DT is illustrated in Fig. 12. While the
corresponding correction is O(x2

c), we find that DT peaks slightly
below % 2xc, with a long tail towards lower frequencies, making
its fractional contribution rather significant in comparison to the
corrections discussed in the previous section (compare Fig. 3). Still,
we neglect this second-order correction, as we expect other terms
to contribute at similar order.

The second correction is physically more interesting, exhibit-
ing a µ̂ ∝ x scaling. This term has to be interpreted as a shift in
the electron temperature ∆T (1)

e /Tγ ∝ 1
2∂y(T

(0)
e /Tγ). Since for µ̂ ∝ x,

the photon emission integral diverges (see Sect. 3.3.5), this term
eventually does not appear as contribution to the distortion and is
absorbed as small correction to Te = TRJ, again regularizing the ex-
pression. Overall, the corrections due to the temperature drift term
should be neglected at O(xc) and all frequencies.

5.5.3 Compton scattering corrections

Earlier we argued that correction caused by g1(x) is of second-order
in xc. While this is true at very low frequencies, it turns out to be
incorrect at xc ≤ x ≤ 1. We can again include the effect be simply
adding the associated corrections as source term to the lowest order
solution. For the Compton scattering corrections, it reads

S (1)
K (x, µ(0)) = 2[1 − g1(x)]x ∂xµ(0) = µ(0) xc

x

[

x
1 + e−x

1 − e−x
− 2

]

.
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Figure 10. Comparison of the approximation given by KS12 with our nu-
merical result from CosmoTherm. We compare for the cosmology used in
KS12 (blue dashed) and the one used here (black dash-dotted). Their simple
expression (heavy lines) works very well overall. Our approximation (thin
lines) represents our numerical result below the expected precision ! xc
at all redshifts and giving ! 0.1% precision at z ! 106. In Sect. 5.4.1, we
briefly discuss the possible explanations for difference with KS12.

We included DC relativistic corrections, because KS12 applied
the expressions from Chluba & Sunyaev (2012) in their numerical
computations, which included these aspects (see Sect. 6 for more
discussion). Overall, their approximation captures the full numeri-
cal result very well. We give the comparison for two slightly differ-
ent cosmologies, showing that their expression represents our result
for the distortion visibility to a few percent precision. Our approx-
imation performs a little better, representing our numerical result
below the expected precision ! xc at all redshifts and giving much
higher precision at z ! 106. Also, the cosmology dependence is not
as pronounced. This is reassuring, demonstrating that our perturba-
tive approach works very well; the achieved level of precision is,
however, generally very futuristic, although the computational cost
is also very small.

At low redshift (z ! 106), the approximation of KS12 slightly
underestimates the true distortion visibility function, an effect that
is also visible in their Fig. 7. This is because they did not take into
account that photon transport from low to high frequencies stops
below z ! 2×105 (see Sect. 3.3.4). Also, at those epochs, it becomes
difficult even numerically to define the amplitude of µ∞ without us-
ing energetic arguments, because the shape of the distortions starts
departing from a pure µ-distortion. Our approach avoids this com-
plication (see discussion below).

5.4.1 Possible causes for the small differences with KS12

Although pretty small, the differences between our numerical result
and the approximations of KS12 are larger than the stated precision
of their formulae. In particular, at z " 106, they obtain sub-percent
agreement with their numerical solution. What could be the possi-
ble causes for the differences?

One possibility is simply the numerical treatment. This is
however unlikely, since both KS12 and our approximate solu-
tions provide an approach that is independent of the more deli-
cate partial differential equation solving, finding excellent agree-
ment internally. The next possibility is the included physics. Again,
this seems unlikely, since they also base their physical setup on

Chluba & Sunyaev (2012) and what went into CosmoTherm. The
only small problem could be related to the fact that KS12 did not
explicitly separate the physics of DC relativistic corrections, possi-
bly explaining some part of the cosmology dependence we find.

The most plausible cause of the differences is the normaliza-
tion condition. In the derivation of Eq. (9b), it was explicitly re-
quired that ∂τκρ = 0. In our formulation, this is directly achieved
using the normalization condition κρ(t) = κcρ ≈ 2.1419 to fix the free
integration constant in Eq. (54). In contrast, KS12 just normalized
their solution at one fixed frequency. This generally gives ∂τκρ ! 0,
so that the equivalent of Eq. (9b) reads

d(κ̂ρµ∞)
dt

≈
3
κcρ

d ln a4ργ

dt
−

4
κcρ

d ln a3Nγ
dt

. (62)

This adds another small time-dependent term to the problem, which
can be thought of as an equivalent of the effective heat capacity for
the distorted photon field. This term was not discussed by KS12,
while we absorbed it in the definition of µ∗∞. Physically, this proba-
bly implies that the distortion visibility function of KS12 does not
exactly represent the fraction of energy that is stored by the distor-
tion at a given moment. However, since the difference is small, we
address this question in some future work.

5.5 High-frequency matching and corrections due to other
neglected terms

While in terms of perturbation theory, we have already included all
contributions O(xc) into the analysis of Sect. 5.3, it is interesting
to understand the role of higher order corrections in x. These are
expected to become relevant at intermediate frequencies x ! 1,
reaching similar amplitudes as the other terms. We start by using
the solution obtained in the high-frequency limit and match it with
the low-frequency solution discussed in Sect. 5.3. We then proceed
by adding the temperature drift term and higher order Compton
corrections in frequency.

5.5.1 High-frequency solution matching

Our numerical results show that the high-frequency behavior is
not well represented by extrapolating the low-frequency solution
Eq. (54). Instead, we should separately consider the high-frequency
limit of the photon Boltzmann equation and then match the solu-
tions at some matching point xm.

At high frequencies, emission and absorption terms can be ne-
glected and we only need to worry about the effect of Compton
scattering. This gives the evolution equation

∂yµ − x ∂y(Te/Tγ) ≈ x2 µ′′ − x2µ′. (63)

Assuming that the time-derivative terms can be treated as pertur-
bations, we find the lowest order solution µ(0)

high(x) ≈ Chigh, which
is consistent with the low-frequency solution µ = C1e−xc/x. In the
next iteration, we find

µhigh(x) ≈ Chigh + ln(x) ∂y(T (0)
e /Tγ), (64)

which shows that energetically the time derivative of the elec-
tron temperature plays the most important role at high frequen-
cies. Physically, this makes a lot of sense as well, since the en-
ergy exchange is dominated by the high-energy spectrum, which is
mainly driven by the Compton process and hence directly related
to the electron temperature and its rate of change. From Eq. (9a),
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Figure 12. Comparison of µ̂ = e−xc/x with DT (xc/x) and DK(xc , xc/x) for
xc = 0.015 (z " 6 × 106).

Inserting this into the solution Eq. (53), we find

µ̂K(τ, x) = xc ln(x/xc) e−xc/x + 6DK(xc, xc/x) xc

DK(xc, ζ) =
1
6

[

FK(xc, 0) e−ζ − FK(xc, ζ)
]

(68)

FK(xc, ζ) = ln(x) e−ζ +
e−ζ

xc

∫ x

0

[

x′

2
1 + e−x′

1 − e−x′
− 1

]

[

e2(ζ−ζ′) − 1
] dx′

x′
.

The frequency dependence of FK(x) is illustrated in Fig. 12. It has
most of its contributions at frequencies x > 2xc, so that in com-
parison with the previous correction functions it dominates in this
range. In particular, the typical amplitude of the correction is not
" O(x2

c) but rather O(xc). At intermediate frequencies, this is the
dominant correction we missed in our treatment above.

We furthermore see that the correction µ̂K picks up a contribu-
tion " xc ln(x/xc) e−xc/x, changing the extrapolated behavior of the
total low-frequency solution to µ̂(τ, x) ≈ A(xc) + 0.233xc ln(x/xc)
rather than µ̂(τ, x) ≈ A(xc) − 0.777xc ln(x/xc) at high redshifts.
This behavior suggests a problem with matching the low- and
high-frequency solutions smoothly, since from Eq. (64) we find
a negative derivative for µ̂high with respect to x. The problem is
solved when including the next-order corrections in x for the high-
frequency limit, giving the evolution equation

∂yµ − x ∂y(Te/Tγ) ≈ x2 µ′′ + (4 − x)xµ′. (69)

and hence

µ̂high(x) ≈ Chigh + ln(x)
∂y(T (0)

e /Tγ)
µ(0)
∞

+













∂y ln µ(0)
∞ − 3

∂y(T (0)
e /Tγ)
µ(0)
∞













1 + 1
x +

2
3x

x
. (70)

Matching with this high-frequency approximation is no problem,
with the typical matching frequency xm ≈ 1.5, from requiring
smooth first derivatives. Including the Compton correction term in
Eq. (68), we find agreement of the analytic solution with the numer-
ical solution at the level ! 0.1% at 0.1xc ≤ x ≤ 100 and z " 3× 105

(e.g., see Fig. 11). That is without any direct fitting to the full nu-
merical result, underlining the advantages of our approach.

1×106 2×106 3×106 4×106 5×106 6×106

Redshift z

10-3

10-2

10-1

0.2

0.3

| Δ
J 

| /
 J

DC temperature correction
DC full
DC & CS corrections
DC approximations
numerical result

Figure 13. DC and CS corrections to the distortion visibility function. The
full non-relativistic result is used as a reference. The thin solid blue lines
give the simple approximations discussed in Sect. 6, while the other lines
were obtained by modifying our perturbation expansion, Eq. (54), accord-
ingly. For the DC corrections, we also show the full numerical result for the
correction obtained with CosmoTherm.

6 FIRST-ORDER RELATIVISTIC CORRECTIONS

We finish our analysis for the early µ-distortions including low-
est order relativistic corrections to the DC and Compton processes.
Part of the corrections were studied analytically in Chluba (2005).
The DC corrections were also already included numerically by
Chluba & Sunyaev (2012) as part of CosmoTherm, but no more de-
tailed discussion was given.

6.1 DC corrections

The effect of relativistic corrections caused by DC scattering is
straightforward to include in our perturbation approach. The main
effect is driven by a shift in the critical frequency of a few percent
(see Fig. 1) and a change in the emission integral, Iµ̂, caused by the
frequency dependence of the DC Gaunt factor. These effects can be
estimated relative to the standard DC visibility function.

Neglecting the additional frequency dependence of the DC
Gaunt factor, ΛDC(x, θγ) ≈ ΛDC(0, θγ), the dominant effect can be
captured by re-evaluating the optical depth integral for τµ,0 with
modified xc [obtained from Eq. (26b)], giving (cf. Chluba 2005)

∆τDC
µ (z, 0) ≈ −5.06 θγ (z/zdc)5/2, (71)

which at z " 6 × 106 implies a ∆J/JDC " 5.06 θγ " 22% visi-
bility increase relative to JDC. The effect is illustrated in Fig. 13,
where we compared with the full non-relativistic result instead of
JDC. At high redshifts, the correction-to-correction is noticeable,
and the simple expression, Eq. (71), slightly underestimates the ef-
fect; however, our full perturbation approximation agrees very well
with the numerical result obtained with CosmoTherm, taking only
a few seconds to evaluate rather than hours.

When also accounting for the frequency dependence of the
DC Gaunt factor, both Eq. (34a) and (34b) have to be re-evaluated,
where we simply insert µ̂ ≈ e−xc/x. We find ∆Iµ̂ ≈ 3.70 × 10−3 +

1.46xc captures the correction to Iµ̂ pretty well, where we used
ΛDC(x, θγ)/ΛDC(0, θγ) ≈ 1 + x/2. Evaluating the optical depth inte-
grals then gives

∆τDC
µ (z, 0) ≈ [3.70 × 10−3 + 1.43xDC,0

c ] (z/zdc)5/2. (72)
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Figure 11. Difference of the analytic approximation for µ̂ with respect to
the numerical solution obtained from CosmoTherm at z = 6 × 106 and
z = 4.8 × 105. The approximation, Eq. (54), shown as dashed blue line
captures the behavior well at low frequencies, while at high frequencies
it deviates from the numerical solution at the level of a few percent. Ne-
glecting the contributions from Dµ and Dem (violet dash-dot-dotted line)
degrades the solution at low frequencies. Matching with the high-frequency
solution, Eq. (64), gives sub-percent agreement. Also adding the Compton
scattering correction DK to the low-frequency solution and using Eq. (70)
for the high-frequency part further improves the agreement.

we find ∂y(T (0)
e /Tγ) ≈ (M3/4) ∂yµ(0)

∞ ≈ −0.2157 xcµ
(0)
∞ , which im-

plies that the contribution of the log-term is reduced roughly 3
times with respect to the low-frequency solution. Looking at Fig. 6
suggests that this goes into the right direction. Note, however,
that according to Eq. (9a) also (M2M3/κ

c
ρ)d ln(M3/M2)/dy ≈

−0.25xc(1 + 0.88 ln xc)(1 + 1.81xc)d ln xc/dy contributes to the
derivative ∂y(T (0)

e /Tγ) at late times.
As the next step, we should continuously match the two limit-

ing solutions at some frequency xm. We know that the terms Dµ and
Dem in Eq. (54) are rather small at x ! 1, so that for the matching
condition we can use

A(xc) + ln(xm/xc)∂y ln µ(0)
∞ ≈ Chigh + ln(xm/xc)

∂y(T (0)
e /Tγ)
µ(0)
∞

(65)

Note that we scaled the whole solution relative to µ(0)
∞ . To determine

the best value for xm, we require smooth derivatives of the solution.

This then implies Chigh ≈ A(xc) − 0.56 xc ln(xm/xc). The matching
point is always close to xm ≈ 1.8.

We find that this procedure improves the agreement of the nu-
merical and analytical solutions significantly, in particular captur-
ing the high-frequency scaling (cf. Fig. 11). However, since we
leave the low-frequency solution practically unchanged, for the
computation of the visibility function this modification can be omit-
ted. In addition, a small correction to the normalization arises but it
is % O(x2

c), and can also be neglected.
In terms of the photon spectrum, Eq. (64) implies that the

high-frequency solution for the photon occupation number is

n(t, xe) % α(t)xγe (t) e−xe , (66)

with power-law coefficient γ = −∂y(T (0)
e /Tγ) and xe = hν/kTe. This

shows that due to the lack of high-frequency photons, the spectrum
only slowly reaches a pure Wien-spectrum at the electron tempera-
ture, n(t, xe) % e−xe . If the electron temperature changes, the shape
of the spectrum is determined by the transport of photons between
low and high frequencies. In particular, this indicates that the chem-
ical potential generally remains non-zero at high frequencies. This
limiting behavior is not captured by the solution given by KS12.

5.5.2 Temperature drift term

Let us consider the term −x ∂y(Te/Tγ) on the left-hand side of
Eq. (43). As before we shall treat it as a source term in Eq. (53).
Carrying out the integrals and absorbing any contribution ∝ exc/x

(these can be absorbed by the boundary condition at x → 0) and
∝ e−xc/x at x ( 1, we find:

µ̂T (τ, x) = [xcDT (xc/x) − x]
∂y(T (0)

e /Tγ)
2 µ(0)
∞

DT (ζ) = 1
2

[

e−ζ Ei(ζ) − eζ Ei(−ζ)
]

. (67)

The frequency dependence of DT is illustrated in Fig. 12. While the
corresponding correction is O(x2

c), we find that DT peaks slightly
below % 2xc, with a long tail towards lower frequencies, making
its fractional contribution rather significant in comparison to the
corrections discussed in the previous section (compare Fig. 3). Still,
we neglect this second-order correction, as we expect other terms
to contribute at similar order.

The second correction is physically more interesting, exhibit-
ing a µ̂ ∝ x scaling. This term has to be interpreted as a shift in
the electron temperature ∆T (1)

e /Tγ ∝ 1
2∂y(T

(0)
e /Tγ). Since for µ̂ ∝ x,

the photon emission integral diverges (see Sect. 3.3.5), this term
eventually does not appear as contribution to the distortion and is
absorbed as small correction to Te = TRJ, again regularizing the ex-
pression. Overall, the corrections due to the temperature drift term
should be neglected at O(xc) and all frequencies.

5.5.3 Compton scattering corrections

Earlier we argued that correction caused by g1(x) is of second-order
in xc. While this is true at very low frequencies, it turns out to be
incorrect at xc ≤ x ≤ 1. We can again include the effect be simply
adding the associated corrections as source term to the lowest order
solution. For the Compton scattering corrections, it reads

S (1)
K (x, µ(0)) = 2[1 − g1(x)]x ∂xµ(0) = µ(0) xc

x

[

x
1 + e−x

1 − e−x
− 2

]

.
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Figure 12. Comparison of µ̂ = e−xc/x with DT (xc/x) and DK(xc , xc/x) for
xc = 0.015 (z " 6 × 106).

Inserting this into the solution Eq. (53), we find

µ̂K(τ, x) = xc ln(x/xc) e−xc/x + 6DK(xc, xc/x) xc

DK(xc, ζ) =
1
6

[

FK(xc, 0) e−ζ − FK(xc, ζ)
]

(68)

FK(xc, ζ) = ln(x) e−ζ +
e−ζ

xc

∫ x

0

[

x′

2
1 + e−x′

1 − e−x′
− 1

]

[

e2(ζ−ζ′) − 1
] dx′

x′
.

The frequency dependence of FK(x) is illustrated in Fig. 12. It has
most of its contributions at frequencies x > 2xc, so that in com-
parison with the previous correction functions it dominates in this
range. In particular, the typical amplitude of the correction is not
" O(x2

c) but rather O(xc). At intermediate frequencies, this is the
dominant correction we missed in our treatment above.

We furthermore see that the correction µ̂K picks up a contribu-
tion " xc ln(x/xc) e−xc/x, changing the extrapolated behavior of the
total low-frequency solution to µ̂(τ, x) ≈ A(xc) + 0.233xc ln(x/xc)
rather than µ̂(τ, x) ≈ A(xc) − 0.777xc ln(x/xc) at high redshifts.
This behavior suggests a problem with matching the low- and
high-frequency solutions smoothly, since from Eq. (64) we find
a negative derivative for µ̂high with respect to x. The problem is
solved when including the next-order corrections in x for the high-
frequency limit, giving the evolution equation

∂yµ − x ∂y(Te/Tγ) ≈ x2 µ′′ + (4 − x)xµ′. (69)

and hence

µ̂high(x) ≈ Chigh + ln(x)
∂y(T (0)

e /Tγ)
µ(0)
∞

+













∂y ln µ(0)
∞ − 3

∂y(T (0)
e /Tγ)
µ(0)
∞













1 + 1
x +

2
3x

x
. (70)

Matching with this high-frequency approximation is no problem,
with the typical matching frequency xm ≈ 1.5, from requiring
smooth first derivatives. Including the Compton correction term in
Eq. (68), we find agreement of the analytic solution with the numer-
ical solution at the level ! 0.1% at 0.1xc ≤ x ≤ 100 and z " 3× 105

(e.g., see Fig. 11). That is without any direct fitting to the full nu-
merical result, underlining the advantages of our approach.
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Figure 13. DC and CS corrections to the distortion visibility function. The
full non-relativistic result is used as a reference. The thin solid blue lines
give the simple approximations discussed in Sect. 6, while the other lines
were obtained by modifying our perturbation expansion, Eq. (54), accord-
ingly. For the DC corrections, we also show the full numerical result for the
correction obtained with CosmoTherm.

6 FIRST-ORDER RELATIVISTIC CORRECTIONS

We finish our analysis for the early µ-distortions including low-
est order relativistic corrections to the DC and Compton processes.
Part of the corrections were studied analytically in Chluba (2005).
The DC corrections were also already included numerically by
Chluba & Sunyaev (2012) as part of CosmoTherm, but no more de-
tailed discussion was given.

6.1 DC corrections

The effect of relativistic corrections caused by DC scattering is
straightforward to include in our perturbation approach. The main
effect is driven by a shift in the critical frequency of a few percent
(see Fig. 1) and a change in the emission integral, Iµ̂, caused by the
frequency dependence of the DC Gaunt factor. These effects can be
estimated relative to the standard DC visibility function.

Neglecting the additional frequency dependence of the DC
Gaunt factor, ΛDC(x, θγ) ≈ ΛDC(0, θγ), the dominant effect can be
captured by re-evaluating the optical depth integral for τµ,0 with
modified xc [obtained from Eq. (26b)], giving (cf. Chluba 2005)

∆τDC
µ (z, 0) ≈ −5.06 θγ (z/zdc)5/2, (71)

which at z " 6 × 106 implies a ∆J/JDC " 5.06 θγ " 22% visi-
bility increase relative to JDC. The effect is illustrated in Fig. 13,
where we compared with the full non-relativistic result instead of
JDC. At high redshifts, the correction-to-correction is noticeable,
and the simple expression, Eq. (71), slightly underestimates the ef-
fect; however, our full perturbation approximation agrees very well
with the numerical result obtained with CosmoTherm, taking only
a few seconds to evaluate rather than hours.

When also accounting for the frequency dependence of the
DC Gaunt factor, both Eq. (34a) and (34b) have to be re-evaluated,
where we simply insert µ̂ ≈ e−xc/x. We find ∆Iµ̂ ≈ 3.70 × 10−3 +

1.46xc captures the correction to Iµ̂ pretty well, where we used
ΛDC(x, θγ)/ΛDC(0, θγ) ≈ 1 + x/2. Evaluating the optical depth inte-
grals then gives

∆τDC
µ (z, 0) ≈ [3.70 × 10−3 + 1.43xDC,0

c ] (z/zdc)5/2. (72)
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Numerical solution of the thermalization problem
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CosmoTherm: a new flexible thermalization code

• Solve the thermalization problem for a wide range of energy release histories

• several scenarios already implemented (decaying particles, damping of acoustic modes)

• first explicit solution of time-dependent energy release scenarios
• open source code
• will be available at www.Chluba.de/CosmoTherm/
• Main reference: JC & Sunyaev, MNRAS, 2012 (arXiv:1109.6552)CMB spectral distortions 1305
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Figure 3. CMB spectral distortion at z = 200 caused by the continuous
cooling from electrons. Neglecting the spectral distortion in the computa-
tion of the electron temperature leads to an underestimation of the final
distortion at low frequencies. We also show a simple analytical fit according
to equation (36) with parameters µ∞ = −2.22 × 10−9, xc = 1.5 × 10−2,
φf − 1 = −8.0 × 10−10, ye = −4.3 × 10−10 and yff = −4.17 × 10−12.

CMB distortion (cf. Fig. 3), implying a smaller effective tempera-
ture. These aspects of the problem are difficult to include before the
computation is done. When considering cases in which the heating
ends well before recombination and is much larger than the cooling
by adiabatic expansion of the medium, this no longer is a problem,
since bulk of the heat truly ends up in the photon field.

We also confirmed this statement by first computing the global
energy balance problem (see Section 2.4), only neglecting the dis-
tortions introduced. This allowed us to define the initial temperature
for the run of COSMOTHERM more precisely, such that we obtained
T ∗

γ ∼ TCMB to within 0.1 per cent at ze = 200. We conclude that
COSMOTHERM conserves energy at a level well below 1 per cent.

3.3.2 Associated spectral distortion

In Fig. 3 we show the corresponding CMB spectral distortion in the
two cases discussed above. Here two aspects are very important:
first, the amplitude of the distortion is strongly underestimated when
one assumes that the Compton equilibrium temperature is just Tz,
i.e. enforces ρeq = 1. In this case, the distortions do not build up
in the full way, as the difference of the electron temperature is
artificially reduced. Since the electron temperature appears in the
exponential factor of the DC and BR emission and absorption term,
this leads to a crucial difference at low frequencies.

Secondly, the distortions at both very low and very high frequen-
cies are rather large. This is connected mainly with the low-redshift
evolution of the distortion. Once the Universe enters the recombina-
tion epochs, the temperature of the electrons can drop significantly
below the temperature of the photon field (cf. Fig. 2). This implies
significant absorption by BR at low frequencies, and also a sizeable
down-scattering of CMB photons at high frequencies, in an attempt
to reheat the electrons. Interestingly, the high- and low-frequency
distortion is very similar in the two cases considered. This also sug-
gests that this part of the distortion is introduced at low redshifts,
where the electron temperature in both cases is practically the same
(cf. Fig. 2).
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Figure 4. Evolution of the CMB spectral distortion caused by the con-
tinuous cooling from electrons. At low redshifts one can see the effect of
electrons starting to cool significantly below the temperature of the photons,
which leads to strong free–free absorption at very low frequencies.

To illustrate this aspect of the problem, in Fig. 4 we present a
sequence of spectra starting at redshifts during which distortions are
quickly thermalized (z ∼ 106), passing through the epoch of µ-type
distortions (z ∼ 105), followed by the y-type era (z ∼ 104), and
ending well after recombination. Close to the initial time, one can
observe the slightly higher temperature at both low and very high
frequencies, which is the result of the consistent initial condition.
At the final redshift the distortion is neither a pure µ-type nor a pure
y-type distortion. At high frequencies it has some characteristics of
a negative y-type distortion, while around ∼1 GHz it looks like a
negative µ-type distortion. At very low frequencies the free–free
distortion dominates, as explained above. One can see from Fig. 4
that the free–free distortion indeed starts to appear at rather late
times, when the electron temperature departs by more than $T/T ∼
10−8 from the photons. We found that nx according to equation (36)
with parameters µ∞ = −2.22 × 10−9, xc = 1.5 × 10−2, φf − 1
= −8.0 × 10−10, ye = −4.3 × 10−10 and yff = −4.17 × 10−12

represents the total spectral distortion rather well (cf. Fig. 3). These
effective values for µ∞ and ye are several times below the limits
that might be achieved with PIXIE, implying that measuring this
effect will be very difficult.

With the values of µ∞ and ye one can estimate the amount of
energy that was released during the µ-era (50 000 ! z ! 2 × 106)
and y-era (z ! 50 000), using the simple expressions (Sunyaev &
Zeldovich 1970c) µ∞ ≈ 1.4$ργ /ργ and ye ≈ 1

4 $ργ /ργ , resulting
in $ργ /ργ |µ ≈ 1.6 × 10−9 and $ργ /ργ |µ ≈ 1.7 × 10−9. This
is consistent with the simple estimates carried out in Section 2.5.1,
supporting the precision of the code regarding energy conservation.

3.4 Dissipation of energy from acoustic waves

As next example we computed the distortions arising from the
dissipation of energy in acoustic waves, again starting at zs = 2 ×
107 and solving the problem down to ze = 200. In Fig. 5 we show
the evolution of the matter temperature and in Fig. 6 we present the
corresponding spectral distortions in the CMB. In both cases we
varied the value of the spectral index, nS.
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Figure 12. CMB spectral distortion at z = 200 after energy injection from
decaying relic particles. In all cases, we fixed fdec = 2 zX eV, which cor-
responds to a total energy release of !ργ /ργ |dec ∼ 1.3 × 10−6. For the
effective temperature of the CMB, this implies !T ∗

γ /TCMB ∼ −3.2 × 10−7

at zs = 2 × 107 and at ze = 200 in all cases we found |!T ∗
γ /TCMB| ∼ 10−10.
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the case without annihilation for comparison.

frequencies the interplay between y-type and free–free distor-
tion becomes important, leading to another positive feature at
ν ∼ 500 MHz.

To understand a little better the effect of decaying particles on the
CMB spectrum, in Fig. 13 we present the evolution of the electron
temperature for some cases of Fig. 12. One can see that for decreas-
ing values of zX at high redshifts, the electron temperature follows
the case without energy injection for a longer period. Then, once the
heating by decaying particles becomes significant, the electron tem-
perature becomes larger than Tz. After the heating stops for cases
with zX ! 105, the relative difference in the electron temperature
remains rather constant, with only slow evolution. Because of the
heating the effective temperature of the CMB also increased, and
after it ceased the electrons simply keep the temperature dictated
by the distorted CMB photon field.

In cases with zX " 105, however, one can observe an extended
period after the maximal heating at which the electrons lose some
of their heat again. Having a closer look at the cases with zX ! 105

one can find the same there, but much less pronounced. At high
redshifts the Compton interaction is extremely fast and allows the
temperature of electrons and photons to depart only slightly, even
with significant energy release. At low redshifts, Compton scattering
becomes much less efficient, so that during energy release larger
differences between electrons and photons are possible. During
these periods the electrons are notably hotter than the CMB, so that
photons become up-scattered and a y-type signature can arise.

In Fig. 14 we illustrate the evolution of the CMB spectral distor-
tion caused by the heating from decaying particles with different
lifetimes. The upper panel gives an example for a particle with
short lifetime. The distortion is clearly close to a µ-type distortion
until very late times. The only difference is because of the effect
of electrons cooling significantly below the CMB temperature at
late times, introducing a small modification because of free–free
absorption in the 100 MHz frequency band. In the central panel,
we give a case which at the end has the character of both µ- and
y-type distortions. Initially, it starts like a µ-type distortion, but
heating continues to be significant down to z ∼ 105, when electrons

C© 2011 The Authors, MNRAS 419, 1294–1314
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Example: Energy release by decaying relict particle

Computation carried out with CosmoTherm      
(JC & Sunyaev 2012)
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What about the µ-y transition regime? 
Is the transition really as abrupt?
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Temperature shift ↔ y-distortion ↔ µ-distortion
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Temperature shift ↔ y-distortion ↔ µ-distortion
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Transition from y-distortion → µ-distortion

Figure from Wayne Hu’s PhD thesis, 1995, but see also discussion in Burigana, 1991
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Transition from y-distortion → µ-distortion

Figure from Wayne Hu’s PhD thesis, 1995, but see also discussion in Burigana, 1991

increasing num
ber of scatterings 

Intermediate distortion 
is not just superposition 
of y- and µ- case!!!

Photon production 
neglected



Thermalization from y → µ at low frequencies

Burigana, De Zotti & Danese, 1991, ApJ
Burigana, Danese & De Zotti, 1991, A&A

• amount of energy 

↔ amplitude of distortion
↔ position of ‘dip’

• Intermediate case (3x105 ≥ z ≥ 10000)   
⇒ mixture between µ & y + residual

• details at very low frequencies change

Effect of photon production! All calculations start with y-distortion here



Distortion not just superposition of µ and y-distortion!

Computation carried out with CosmoTherm      
(JC & Sunyaev 2011)

Decaying particle with 
lifetime tX ~ 2.4 x 109 sec

• First explicit calculation that showed that there is more!



Distortion not just superposition of µ and y-distortion!

Computation carried out with CosmoTherm      
(JC & Sunyaev 2011)

Decaying particle with 
lifetime tX ~ 2.4 x 109 sec

   Final distortion not just 
µ + y! More information!

• First explicit calculation that showed that there is more!
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How can we include this efficiently into the picture?
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Quasi-Exact Treatment: Thermalization Green’s Function

• But: distortions are small ⇒ thermalization problem becomes linear!

• Case-by-case computation of the distortion (e.g., with CosmoTherm, JC & 
Sunyaev, 2012, ArXiv:1109.6552) still rather time-consuming 

• Simple solution: compute “response function” of the thermalization 
problem ⇒ Green’s function approach (JC, 2013, ArXiv:1304.6120) 

• Final distortion for fixed energy-release history given by

�I⌫ ⇡
Z 1

0
Gth(⌫, z

0)
d(Q/⇢�)

dz0
dz0

• Fast and quasi-exact! No additional approximations!

• For real forecasts of future prospects a precise & fast method for 
computing the spectral distortion is needed!

Thermalization Green’s function
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switching on BR the simple analytic formula cannot be directly
applied, as in those cases the distortion is no longer just a simple µ-
type distortion, but the contribution of low redshift and frequencies
can be noticed. In these cases, full numerical computations for each
case should be carried out.

We also comment here that, using the simple expression, equa-
tion (41b), it is clear that the distortions introduced during the epoch
of electron–positron annihilation (z ∼ 6 × 107) are completely un-
observable. Although the total energy release from this epoch is
!ρ/ρ ∼ 1, the distortions are suppressed by at least J̄ ∼ 5×10−30.
For this simple estimate, the very efficient electron–electron and
electron–positron Bremsstrahlung processes have not been included
but would lead to even faster thermalization. Furthermore, even only
with normal BR one would reach the same conclusion (Sunyaev &
Zeldovich 1970c). Anything happening at z ! 107 with !ργ /ργ "
10−5 will lead to distortions that are no larger than µ∞ ∼ 10−9.

3.7 Distortions caused by quasi-instantaneous energy release

To close our computations of spectral distortion after energy release,
we considered some examples with quasi-instantaneous energy in-
jection. The evolution of the electron temperature is reported in
Fig. 18 and a few cases for the final spectral distortions in the
PIXIE bands are shown in Fig. 19. We started our computation
at z = 4 × 107 with the initial condition defined as explained in
Section 3.1.1.

The electron temperature rises steeply close to zh and falls off
very fast once the energy release ceases. For the spectral distortion
one can again observe the difference in the characteristic spectrum,
which is dominated by µ-type contributions for cases with large,
and is clearly of y-type for very small values of zh. For zh ∼ 5 ×
104, the distortion is a mixture of both.

The differences in the shape of the distortions are very visible;
however, a comparison to the case with decaying particles shows
that quasi-instantaneous energy release gives rise to very similar
distortions for injection at equivalent epochs. This suggests that
distinguishing these two cases could be rather demanding.
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Figure 19. CMB spectral distortion at z = 200 after quasi-instantaneous
energy injection at different redshifts in the PIXIE bands. The total energy
release was !ρ/ρ ∼ 10−5 in all cases. The first four curves were computed
for σ h = 0.05 th, while for the last curve we used σ h = 0.25 th.

To make this point even clearer, for zh = 5 × 104 we also ran a case
with σ h = 0.25 th and the same total energy injection. The result is
also shown in Fig. 19. Clearly, it is rather difficult to distinguish the
two lines corresponding to zh = 5 × 105; however, the differences
are still at the level of a few per cent. For sufficiently large energy
release this could possibly be measured with PIXIE; however, more
detailed forecasts will be necessary.

4 D I S C U S S I O N A N D C O N C L U S I O N

We presented detailed computations of the CMB spectral distortions
introduced by different physical processes. We focused in particular
on small distortions that could be within reach of PIXIE. For this
purpose COSMOTHERM, a thermalization code that solves the couple
Boltzmann equation for photons and electrons in the expanding
isotropic Universe, was developed. Improved approximations for
the double Compton and Bremsstrahlung emissivities, as well as
the latest treatment of the cosmological recombination process were
taken into account.

We demonstrated that the interaction of CMB photons with adi-
abatically cooling electrons and baryons results in a mixture of a
negative µ- and y-type distortion with effective µ ∼ −2.2 × 10−9

and y ∼ −4.3 × 10−10 (see Fig. 3). For the currently quoted sensitiv-
ities of PIXIE (Kogut et al. 2011a) this effect is unobservable, even
in the most optimistic case of no foregrounds. However, the rapid
progress in detector technology and the possibility of extending the
frequency bands of PIXIE below 30 GHz might render this process
interesting in the future.

Furthermore, we computed the precise shape of the distortion
arising from the dissipation of acoustic waves in the expanding
Universe (see Fig. 6) using estimates for the energy release rates
provided by Hu et al. (1994). We find an effective µ ∼ 8.0 × 10−9

with an admixture of y ∼ 2.5 × 10−9 for nS = 0.96. It therefore
appears that for nS = 0.96, PIXIE could already allow a 1σ detection
of the effect caused by the dissipation of acoustic waves.

Nevertheless, the distortion created by the damping of acous-
tic waves might be precisely measured in the future. This would
in principle allow us to place additional constraints on different

C© 2011 The Authors, MNRAS 419, 1294–1314
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Electron temperature evolution for single energy release
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heating modeled 
as short burst

case without energy 
release (see below...)

• injected energy

• need to worry about 
‘width’ of burst

• explicitly done with 
CosmoTherm



What does the spectrum look like after energy injection?
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Distortion contains much more 
information than previously thought!



Explicitly taking out the superposition of µ & y distortion

JC & Sunyaev, 2012, ArXiv:1109.6552
JC, 2013, ArXiv:1304.6120; JC, 2013, ArXiv:1304.6121; JC & Jeong, 2013

Residual (non-µ/non-y) 
distortion ⟹ more info!

• Allows us to distinguish different energy release scenarios!



Approximate modeling of the µ - y transition
(without the residual distortion though...)
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Slightly refined estimate that 
takes mix of µ and y into 
account (JC, 2013, ArXiv:1304.6120)

JC, 2013, ArXiv:1304.6120
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Fit numerical result for the Green’s 
function with µ and y distortion
       

 ⇒ define visibility functions

JC, 2013, ArXiv:1304.6120
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     CMB distortions probe the 
thermal history of the 
Universe at z < few x 106
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CMB spectrum adds another dimension to the problem!



Structure of the Lectures (cont.)

• Overview of different sources of distortions

• Decaying particles

• Dissipation of acoustic modes

Lecture III:



Physical mechanisms that lead to spectral distortions

• Cooling by adiabatically expanding ordinary matter                                                                     

(JC, 2005; JC & Sunyaev 2011; Khatri, Sunyaev & JC, 2011)

• Heating by decaying or annihilating relic particles                                                       
(Kawasaki et al., 1987; Hu & Silk, 1993; McDonald et al., 2001; JC, 2005; JC & Sunyaev, 2011; JC, 2013; JC & Jeong, 2013)

• Evaporation of primordial black holes & superconducting strings                                                                            
(Carr et al.  2010; Ostriker & Thompson, 1987; Tashiro et al. 2012; Pani & Loeb, 2013)

• Dissipation of primordial acoustic modes & magnetic fields                                                                
(Sunyaev & Zeldovich, 1970; Daly 1991; Hu et al. 1994; JC & Sunyaev, 2011; JC et al. 2012 - Jedamzik et al. 2000; Kunze & Komatsu, 2013)

• Cosmological recombination radiation                                                                     
(Zeldovich et al., 1968; Peebles, 1968; Dubrovich, 1977; Rubino-Martin et al., 2006; JC & Sunyaev, 2006; Sunyaev & JC, 2009)

•                                                                                  

• Signatures due to first supernovae and their remnants                                        
(Oh, Cooray & Kamionkowski, 2003)

• Shock waves arising due to large-scale structure formation                                    
(Sunyaev & Zeldovich, 1972; Cen & Ostriker, 1999)

• SZ-effect from clusters; effects of reionization                                                              
(Refregier et al., 2003; Zhang et al. 2004; Trac et al. 2008)

• more exotic processes                                                                                          
(Lochan et al. 2012; Bull & Kamionkowski, 2013; Brax et al., 2013; Tashiro et al. 2013)

„high“ redshifts

„low“   redshifts
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Standard sources 
of distortions



Adiabatic cooling of ordinary matter



Spectral distortion caused by the cooling of ordinary matter
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End of HI recombination

Electrons & baryons always 
slightly cooler than photons

JC, 2005; JC & Sunyaev, 2012
Khatri, Sunyaev & JC, 2012

• adiabatic expansion 
⇒  Tγ ~ (1+z) ↔ Tm ~ (1+z)²

• photons continuously cooled / 
down-scattered since day one 
of the Universe!      

• Compton heating balances 
adiabatic cooling

⇒ 

• at high redshift same scaling 
as annihilation (           ) and 
acoustic mode damping

⇒ cancellation possible

/ N2
X

da4⇢�

a4dt
' �Hk↵hT� / (1 + z)6
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• adiabatic expansion 
⇒  Tγ ~ (1+z) ↔ Tm ~ (1+z)²

• photons continuously cooled / 
down-scattered since day one 
of the Universe!      

• Compton heating balances 
adiabatic cooling

⇒ 

• at high redshift same scaling 
as annihilation (           ) and 
acoustic mode damping

⇒ cancellation possible

/ N2
X

today x=2x10-2 means ν~1GHz
• negative µ and y distortion      

• late free-free absorption at 
very low frequencies

• Distortion a few times below 
PIXIE’s sensitivity
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Spectral distortion caused by the cooling of ordinary matter



Reionization and structure formation



Simple estimates for the distortion

• Gas temperature T ≃ 104 K

• Thomson optical depth  𝜏 ≃ 0.1

• second order Doppler effect y ≃ few x 10-8

• structure formation / SZ effect (e.g., Refregier et al., 2003)   y ≃ few x 10-7-10-6

=) y ' kTe

mec2
⌧ ⇡ 2⇥ 10�7



Average CMB spectral distortions
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• Huge ‘foreground’ signal!

• makes it ‘hard’ to use y-distortion 
part of primordial signals!
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Average CMB spectral distortions
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Signal detectable with very 
high significance using 
present day technology!



Fluctuations of the y-parameter at large scales

Example: 
Simulation of reionization process 
(1Gpc/h) by Alvarez & Abel

• spatial variations of the 
optical depth and 
temperature cause 
small-spatial variations 
of the y-parameter at 
different angular scales

• could tell us about the 
reionization sources 
and structure formation 
process

• additional independent 
piece of information! 

• Cross-correlations with 
other signals 



Planck Collaboration: Cosmology with the all-sky Planck Compton parameter y-map
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Fig. 15. Marginalized bandpowers of the Planck tSZ power spectrum with total (statistical plus foreground) uncertainties (red
points). The red solid line represents the best-fit tSZ power spectrum model. We also show as a blue solid line the best-ft tSZ power-
spectrum obtained from the analysis of cluster number counts (Planck Collaboration XX 2013). The tSZ power spectrum template
used in the CMB cosmological analysis (Planck Collaboration XV 2013; Planck Collaboration XVI 2013) is presented as a green
solid line.

Fig. 13. 2D and 1D likelihood distributions for the combination
of cosmological parameters �8(⌦m/0.28)3.2/8.1, and for the fore-
ground parameters ACIB and APS. We show the 68% and 95.4%
C.L. contours here.

Foreground contamination is modelled following Sect. 5.2.2.
As discussed there the main uncertainties in the residual power-
spectrum translate into up to 50% uncertainty in the clustered
CIB and point source amplitudes. We thus allow for a variation
of the normalization amplitudes for the clustered CIB, ACIB and
for the point sources, APS, with Gaussian priors centred on one
with standard deviation 0.5.

We have not considered explicitly the expected correlation
between the tSZ effect and the CIB (Addison et al. 2012).
However, using the formalism in Addison et al. (2012), we have
performed simulations of the expected effect and we found that
to a reasonable level of approximation the shape of the tSZ and
clustered CIB cross-power spectrum is very similar to that of
the clustered CIB power spectrum. Therefore, in our simplified
modeling, the clustered CIB normalization factor, ACIB, also ac-
counts for this component.

We assume a Gaussian approximation for the likelihood
function. Best-fit values and uncertainties are obtained using an
adapted version of the Cosmo-MC algorithm (Lewis & Bridle
2002). Only �8 and ⌦m are allowed to vary here. All other cos-
mological parameters are fixed to their best-fit values as obtained
in Table 2 of Planck Collaboration XVI (2013). The normaliza-
tion amplitudes ACIB and APS, considered as nuisance parame-
ters, are allowed to vary between 0 and 3. For the range of mul-
tipoles considered here, the tSZ angular power spectrum varies

13

Measured power spectrum for y-parameter

Planck Collaboration, 2013, XXI

All masses contribute here!



Decaying particles



Why is this interesting?

•A priori no specific particle in mind

•But: we do not know what dark matter is and where it 
really came from!

•Was dark matter thermally produced or as a decay 
product of some heavy particle?

• is dark matter structureless or does it have internal 
(excited) states?

• sterile neutrinos? moduli? Some other relic particle?

• From the theoretical point of view really no shortage of 
particles to play with...



Why is this interesting?

•A priori no specific particle in mind

•But: we do not know what dark matter is and where it 
really came from!

•Was dark matter thermally produced or as a decay 
product of some heavy particle?

• is dark matter structureless or does it have internal 
(excited) states?

• sterile neutrinos? moduli? Some other relic particle?

• From the theoretical point of view really no shortage of 
particles to play with...

CMB spectral distortions offer a new independent way 
to constrain these kind of models



• Yield variable ⇒ 
parametrizes the total 
energy release relative to 
total entropy density of 
the Universe

• energy release destroys 
light elements

• Evis hides physics of 
energy deposition      
(decay channels, neutrino 
fraction, etc.)

• current CMB limit rather 
weak in comparison....

YX ' NX/S

Constraints from measurements of light elements

from Kawasaki et al, 2005

(FIRAS)

“Yield” variable



Early constraints from CMB measurements

Hu & Silk, 1993

• Simple estimates for µ and y-
distortion from energy arguments 
just like we discussed above

• Early COBE/FIRAS limits

• constraint a little tighter for short 
lifetimes than estimated...
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during the era of µ-type distortions, one has17 (Danese & de Zotti
1982; Hu & Silk 1993a; Chluba 2005)

µ∞ ≈ µh e−[(1+zh)/(1+zµ)]5/2
, (37)

where the thermalization redshift

zµ = 1.98 × 106

(
1 − Yp/2

0.88

)−2/5 (
!bh

2

0.022

)−2/5

(38)

was already used several times above. For µh, Sunyaev & Zeldovich
(1970c) gave the well-known approximation µh ≈ 1.4("ργ /ργ ),
where it is assumed that a negligible amount of photons is injected,
but bulk of the energy comes out as heat.

In equation (37), the exponential factor acts as a visibility function
for spectral distortions. At redshifts z ! zµ, practically all energy
ends up as CMB spectral distortion, while at z " zµ thermaliza-
tion exponentially suppresses the residual distortion with double
Compton emission being the main source of photons.

To compute the total distortion arising in the µ-era from decaying
particles, one simply has to calculate the spectral visibility weighted
energy release rate:

¯"ργ

ργ

∣∣∣∣
dec

≈
∫

1
ργ

dE

dt

∣∣∣∣
dec

e−[(1+z)/(1+zµ)]5/2
dt, (39)

which, assuming radiation domination, in our parametrization,
equation (27) reads

¯"ργ

ργ

∣∣∣∣
dec

≈ 10−5

(
f ∗

X

8 × 105 eV

) (
1 − Yp

0.75

) (
!bh

2

0.022

)

×
(

1 + zX

5 × 104

)−1

J̄ ,
(40)

where we defined the integral

J̄ = 2√
π

∫ z2
X

0
dξ

√
ξ e−(ξ+λ

5/2
X ξ−5/4), (41a)

λX!1
≈ 2

3
211/18 54/9 λ

10/9
X exp

(
− 9 λ

10/9
X

28/9 55/9

)
, (41b)

with λX = (1 + zX)/(1 + zµ). The integral J̄ can easily be solved
numerically and is shown in Fig. 16 together with the result from
the approximation, equation (41b), which works very well for
zX " zµ.

In the work of Hu & Silk (1993b), this estimate was performed
in a slightly different way. There, it was assumed that all the energy
released by the decaying particles is effectively injected at time
teff ∼ tX . This can be concluded from equation (8) of their paper,
where the exponential factor reads e−(tdC/tX )5/4 ≡ e−λ

5/2
X , which im-

plies J̄Hu ≈ e−λ
5/2
X . In Fig. 16, we also plotted this version for J̄

and find that for zX > zµ it strongly underestimates the actual value
of J̄ , as already pointed out by Chluba (2005). This implies that
the limits derived from COBE/FIRAS for particles with lifetimes
tX ! 6 × 106 s are significantly stronger.

Numerically, we were able to compute the efficiency function
J̄ using COSMOTHERM. In practice, J̄ just defines how much of the
energy that was released remains visible as spectral distortion today.
Assuming a constant total energy release, one can therefore compute
J̄ by simply varying the lifetime of the particle and comparing the

17 In a baryon-dominated Universe, BR is more important than DC emission.
In this case, one has µ∞ ≈ µh e−[(1+zh)/(1+zbr)]5/4

, with zbr ∼ 6.2 × 106

(Sunyaev & Zeldovich 1970c).
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Figure 16. Resulting efficiency integral J̄ for decaying particles with life-
times corresponding to redshift zX .
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Figure 17. CMB spectral distortion at z = 200 after energy release by
decaying particles with redshift zX = f X = 5 × 106 and "ρ/ρ ∼ 6.3 ×
10−7. In this figure the importance of BR is illustrated. Also, we show
simple analytic approximations according to equation (32), with µ∞ = 2.65
× 10−8 and x = 1.6 × 10−2 in the case with BR, and µ∞ = 1.8 × 10−8 and
x = 1.6 × 10−3 in the other.

effective value for µ∞ with the total amount of injected energy.
To make the results more comparable, we switched off BR, since
for the estimate above this was not included consistently. This also
makes it easier to define µ∞ as the late changes in the distortion at
low frequencies do not arise (see Fig. 17). From Fig. 17 we can also
see how much the low-frequency spectrum is affected by BR. The
position of the maximal temperature dip in the case without BR is
close to x ∼ 1.6 × 10−3, while with BR it is at x ∼ 1.6 × 10−2.
This demonstrates the well-known fact that DC becomes inefficient
at low redshifts (see Danese & de Zotti 1982).

The result of this exercise is also shown in Fig. 16 for "ργ /ργ ∼
6.4 × 10−6. As one can see, the agreement with the analytic estimate
is excellent for this amount of energy injection. However, for larger
energy injection we found that J̄num < J̄ at z > zµ. Also, when

C© 2011 The Authors, MNRAS 419, 1294–1314
Monthly Notices of the Royal Astronomical Society C© 2011 RAS

Visibility integral for 
decaying particles

JC, 2005; JC & Sunyaev, 2012



• Energy release rate

• For computations:                                        and

• Efficiency factor       contains all the physics describing the cascade 
of decay products

• At high redshift deposited energy goes all into heat

• Around recombination and after things become more complicated
     (Slatyer et al. 2009; Cirelli et al. 2009; Huetsi et al. 2009; Slatyer et al. 2013)

⇒ branching ratios into heat, ionizations, and atomic excitation

⇒ details would be important for y-distortion part

d(Q/⇢�)

dz
⇡ f⇤MXc

2

H(z)(1 + z)

NX(z)

⇢�(z)
�Xe

��Xt

"X =
fX
zX

f⇤

fX = f⇤MXc
2NX/NH

Energy release by decaying particles



Average CMB spectral distortions
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Average CMB spectral distortions
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Spectral distortions provide 
new probe of particle physics!

Signature of particles with 
different lifetimes can in 
principle be distinguished!

Example:
lifetime tX ~ 114 yrs
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Figure 12. CMB spectral distortion at z = 200 after energy injection from
decaying relic particles. In all cases, we fixed fdec = 2 zX eV, which cor-
responds to a total energy release of !ργ /ργ |dec ∼ 1.3 × 10−6. For the
effective temperature of the CMB, this implies !T ∗

γ /TCMB ∼ −3.2 × 10−7

at zs = 2 × 107 and at ze = 200 in all cases we found |!T ∗
γ /TCMB| ∼ 10−10.
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indicate that the electrons are hotter than the effective CMB temperature,
while blue indicates electrons cooler than this. The black/solid line shows
the case without annihilation for comparison.

frequencies the interplay between y-type and free–free distor-
tion becomes important, leading to another positive feature at
ν ∼ 500 MHz.

To understand a little better the effect of decaying particles on the
CMB spectrum, in Fig. 13 we present the evolution of the electron
temperature for some cases of Fig. 12. One can see that for decreas-
ing values of zX at high redshifts, the electron temperature follows
the case without energy injection for a longer period. Then, once the
heating by decaying particles becomes significant, the electron tem-
perature becomes larger than Tz. After the heating stops for cases
with zX ! 105, the relative difference in the electron temperature
remains rather constant, with only slow evolution. Because of the
heating the effective temperature of the CMB also increased, and
after it ceased the electrons simply keep the temperature dictated
by the distorted CMB photon field.

In cases with zX " 105, however, one can observe an extended
period after the maximal heating at which the electrons lose some
of their heat again. Having a closer look at the cases with zX ! 105

one can find the same there, but much less pronounced. At high
redshifts the Compton interaction is extremely fast and allows the
temperature of electrons and photons to depart only slightly, even
with significant energy release. At low redshifts, Compton scattering
becomes much less efficient, so that during energy release larger
differences between electrons and photons are possible. During
these periods the electrons are notably hotter than the CMB, so that
photons become up-scattered and a y-type signature can arise.

In Fig. 14 we illustrate the evolution of the CMB spectral distor-
tion caused by the heating from decaying particles with different
lifetimes. The upper panel gives an example for a particle with
short lifetime. The distortion is clearly close to a µ-type distortion
until very late times. The only difference is because of the effect
of electrons cooling significantly below the CMB temperature at
late times, introducing a small modification because of free–free
absorption in the 100 MHz frequency band. In the central panel,
we give a case which at the end has the character of both µ- and
y-type distortions. Initially, it starts like a µ-type distortion, but
heating continues to be significant down to z ∼ 105, when electrons
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obtain temperature larger than the CMB, such that photons are
partially up-scattered. At the end of the evolution, the spectrum
remains in a state that is a mixture. Finally, in the lower panel of
Fig. 14 we give an example for a case that looks like a pure y-
distortion at high and intermediate frequencies. In this case, energy
is mainly released at times when Compton scattering is unable to
re-establish full kinetic equilibrium with the electrons. However, at
low frequencies one can again observe the effect of cooling electrons
during and after the epoch of recombination.

In Fig. 15 we show the distortions for some of the previous cases,
but focused on the spectral bands of PIXIE. In contrast to the case of
annihilating particles, where the shape of the distortion was rather
insensitive to the effective annihilation rate, for decaying particles
the shape of the distortion varies strongly with its lifetime. This
should make it possible to distinguish the effect of decaying parti-
cles from the other sources of energy release discussed so far. For
the chosen energy injection rate the typical amplitude of the dis-
tortions is !T /T ∼ 10−7−10−6, which is well within reach of the
PIXIE sensitivities. However, to forecast the possible constraints
from PIXIE requires consideration of more cases and realistic fore-
ground models.

3.6.1 Upper limits from analytic estimates

Hu & Silk (1993b) provided simple analytic expressions that allow
us to estimate the final spectral distortion after some energy release
caused by decaying relic particles. These expressions were widely
used in the literature to place limits on the possible amount of
decaying particles with different lifetimes, and here we wish to
compare them with the results of our computations.

To obtain the analytic estimates, one can start with the simple
approximations for single energy release at zh. At high redshifts,

C© 2011 The Authors, MNRAS 419, 1294–1314
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Figure 5. Lifetime e↵ect for di↵erent decaying particle scenarios. The up-
per panel shows the energy release rate for all cases, while the central panel
illustrates the distortion in comparison with a y-distortion of y = 2 ⇥ 10�7.
The lower panel shows the residual distortion after subtracting the best-fit
µ- and y-superposition.

a pure µ-distortion is insensitive to when it was created and thus
does not allow di↵erentiating between scenarios with di↵erent par-
ticle lifetimes at z & few ⇥ 105. Still, a tight upper limit on the
total amount of energy that is release can be placed, constrain-
ing the possible abundance of decaying particles with lifetimes
tX ' 6 ⇥ 106 sec � 3 ⇥ 108 sec.

These statements, however, depend strongly on the sensitiv-
ity of the experiment and on how large the average distortion is.
As explained above, the information about the particle lifetime is
largely encoded in the deviations from a pure superposition of µ and
y-distortion, however, the residual is a correction and thus higher
sensitivity or a larger distortion are needed to make use of that in-
formation. Assuming fX/zX = 1 eV and zX = 2 ⇥ 104, a PIXIE-
type experiment is unable to constrain the lifetime of the particle.
The degeneracy is already broken at twice the sensitivity of PIXIE,
yielding ' 29% error on fX/zX and ' 17% error on zX. This fur-
ther improves to ' 14% error on fX/zX and ' 9% error on zX for
four times the sensitivity of PIXIE. This energy release scenario
corresponds to �⇢�/⇢� ' 6.4 ⇥ 10�7, so that the distortion is com-
parable in amplitude to the y-signal from late times. Assuming that
less energy is liberated by the decaying particle increases the er-
rors (and hence the degeneracy), and conversely, for larger decay
energy the errors diminish. Overall, a PIXIE-type experiment will
provide a pretty good probe for long-lived particles with lifetimes
tX ' 5.8 ⇥ 108 sec � 1.4 ⇥ 1010 sec and fX/zX & 1 eV.

5 DISSIPATION OF SMALL-SCALE ACOUSTIC MODES

The prospect of accurate measurements of the CMB spectrum with
a PIXIE-type experiment spurred renewed interests in how primor-
dial perturbations at small-scales dissipate their energy (Chluba
& Sunyaev 2012; Khatri et al. 2012a; Pajer & Zaldarriaga 2012;
Chluba et al. 2012b; Dent et al. 2012; Ganc & Komatsu 2012;
Chluba et al. 2012a; Powell 2012; Khatri & Sunyaev 2013; Chluba
& Grin 2013). It was shown, that this e↵ect can be used to place
tight limits on the amplitude and shape of the power spectrum at
scales far smaller than what is probed with measurements of the
CMB anisotropies, in principle allowing to discover the distortion
signatures from several classes of early universe models (e.g., see
Chluba et al. 2012a).

Taking a conservative perspective, one can assume that the
power spectrum of curvature perturbations is fully determined by
CMB anisotropy measurements at large scales, implying an ampli-
tude A⇣ ' 2.2 ⇥ 10�9, spectral index nS ' 0.96, and its running
nrun ' �0.02, at pivot scale k0 = 0.05 Mpc�1 (Planck Collaboration
et al. 2013b). This is a significant extrapolation from wavenumbers
k < 1 Mpc�1 all the way to k ' few⇥104 Mpc�1, and it was already
argued that for a PIXIE-type experiment the signal remains just
short of the 1�-detection limit (Chluba & Sunyaev 2012; Chluba
et al. 2012b). Improving the sensitivity a few times will allow a de-
tection of this signal, however, given that the errors on A⇣ , nS, and
nrun from CMB data are now . 1%, to use spectral distortion as
a competitive probe, factors of ' 20 � 50 improvement are neces-
sary3. The strongest dependence of the distortion signal is due to
nrun (see Fig. 6 for illustration), since small changes a↵ect the am-
plitude of the small-scale power spectrum and hence the associated
spectral distortion by a large amount (Khatri et al. 2012a; Chluba

3 See Powell (2012) and Khatri & Sunyaev (2013) for some more in depth
discussion of this challenge.
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Figure 5. Lifetime e↵ect for di↵erent decaying particle scenarios. The up-
per panel shows the energy release rate for all cases, while the central panel
illustrates the distortion in comparison with a y-distortion of y = 2 ⇥ 10�7.
The lower panel shows the residual distortion after subtracting the best-fit
µ- and y-superposition.

a pure µ-distortion is insensitive to when it was created and thus
does not allow di↵erentiating between scenarios with di↵erent par-
ticle lifetimes at z & few ⇥ 105. Still, a tight upper limit on the
total amount of energy that is release can be placed, constrain-
ing the possible abundance of decaying particles with lifetimes
tX ' 6 ⇥ 106 sec � 3 ⇥ 108 sec.

These statements, however, depend strongly on the sensitiv-
ity of the experiment and on how large the average distortion is.
As explained above, the information about the particle lifetime is
largely encoded in the deviations from a pure superposition of µ and
y-distortion, however, the residual is a correction and thus higher
sensitivity or a larger distortion are needed to make use of that in-
formation. Assuming fX/zX = 1 eV and zX = 2 ⇥ 104, a PIXIE-
type experiment is unable to constrain the lifetime of the particle.
The degeneracy is already broken at twice the sensitivity of PIXIE,
yielding ' 29% error on fX/zX and ' 17% error on zX. This fur-
ther improves to ' 14% error on fX/zX and ' 9% error on zX for
four times the sensitivity of PIXIE. This energy release scenario
corresponds to �⇢�/⇢� ' 6.4 ⇥ 10�7, so that the distortion is com-
parable in amplitude to the y-signal from late times. Assuming that
less energy is liberated by the decaying particle increases the er-
rors (and hence the degeneracy), and conversely, for larger decay
energy the errors diminish. Overall, a PIXIE-type experiment will
provide a pretty good probe for long-lived particles with lifetimes
tX ' 5.8 ⇥ 108 sec � 1.4 ⇥ 1010 sec and fX/zX & 1 eV.

5 DISSIPATION OF SMALL-SCALE ACOUSTIC MODES

The prospect of accurate measurements of the CMB spectrum with
a PIXIE-type experiment spurred renewed interests in how primor-
dial perturbations at small-scales dissipate their energy (Chluba
& Sunyaev 2012; Khatri et al. 2012a; Pajer & Zaldarriaga 2012;
Chluba et al. 2012b; Dent et al. 2012; Ganc & Komatsu 2012;
Chluba et al. 2012a; Powell 2012; Khatri & Sunyaev 2013; Chluba
& Grin 2013). It was shown, that this e↵ect can be used to place
tight limits on the amplitude and shape of the power spectrum at
scales far smaller than what is probed with measurements of the
CMB anisotropies, in principle allowing to discover the distortion
signatures from several classes of early universe models (e.g., see
Chluba et al. 2012a).

Taking a conservative perspective, one can assume that the
power spectrum of curvature perturbations is fully determined by
CMB anisotropy measurements at large scales, implying an ampli-
tude A⇣ ' 2.2 ⇥ 10�9, spectral index nS ' 0.96, and its running
nrun ' �0.02, at pivot scale k0 = 0.05 Mpc�1 (Planck Collaboration
et al. 2013b). This is a significant extrapolation from wavenumbers
k < 1 Mpc�1 all the way to k ' few⇥104 Mpc�1, and it was already
argued that for a PIXIE-type experiment the signal remains just
short of the 1�-detection limit (Chluba & Sunyaev 2012; Chluba
et al. 2012b). Improving the sensitivity a few times will allow a de-
tection of this signal, however, given that the errors on A⇣ , nS, and
nrun from CMB data are now . 1%, to use spectral distortion as
a competitive probe, factors of ' 20 � 50 improvement are neces-
sary3. The strongest dependence of the distortion signal is due to
nrun (see Fig. 6 for illustration), since small changes a↵ect the am-
plitude of the small-scale power spectrum and hence the associated
spectral distortion by a large amount (Khatri et al. 2012a; Chluba

3 See Powell (2012) and Khatri & Sunyaev (2013) for some more in depth
discussion of this challenge.
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Figure 3. Large distortion s- and p-wave annihilation scenario. Contours
and lines are as before. Degeneracies between the parameters prevent a dis-
tinction of the signatures of both particles, even for high sensitivity.

nature should be possible, the two signals are simply too similar
and strong correlations cause large uncertainties and biases in the
parameters, which only disappear at high sensitivity. This makes
the projected 2D probability distributions shown in Fig. 3 very non-
Gaussian. At ' 20 times the sensitivity of PIXIE we find a ' 2�
detection of the s-wave annihilation signature and fann,p ' 1% from
the p-wave annihilation signal.

Considering a small distortion scenario with more compara-
ble contributions from s- and p-wave annihilations ( fann,s ' 2 ⇥
10�23 eV sec�1 and fann,p ' 10�28 eV sec�1), we find that an im-
provement of the sensitivity by a factor of ' 40 is needed to start
distinguishing the signals from both particles, rendering an analysis
along these lines more futuristic. This is because for this scenario
the signal is close to the detection limit of PIXIE, and the di↵er-
ences with respect to a pure superposition of µ- and y-distortion,
which could be used to distinguish the two cases, are only a small
correction, necessitating this large improvement of the sensitivity.

4 DECAYING PARTICLE SCENARIOS

Decaying relic particle with lifetimes ' 380 kyr (corresponding to
the time of recombination) are again tightly constrained by mea-
surement of the CMB anisotropies (Zhang et al. 2007; Giesen et al.
2012), while particles with lifetimes comparable to minutes can af-
fect the light element abundances and bounds derived from BBN
apply (Kawasaki et al. 2005; Jedamzik 2008). However, experi-
mental constraints for particles with lifetimes ' 106 � 1012 sec are
less stringent, still leaving rather large room for extra energy re-
lease �⇢�/⇢� . 10�6 � 10�5 (e.g., Hu & Silk 1993b; Kogut et al.
2011). Large energy-release rates are especially possible for very
light particles with masses . MeV. A PIXIE-type CMB experi-
ment thus has a large potential to discover the signature of some
long-lived relic particle, or at least provide complementary and in-
dependent constraints to these scenarios. If most of the energy is
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Fiducial values:

�f = 1.2 ⇥ 10�4

yre = 4 ⇥ 10�7

fX = 5 ⇥ 105 eV

zX = 5 ⇥ 104 (�X ' 1.1 ⇥ 10�8sec�1)
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�f = 1.2 ⇥ 10�4

yre = 4 ⇥ 10�7

fX = 104 eV

zX = 5 ⇥ 104 (�X ' 1.1 ⇥ 10�8sec�1)

Figure 4. Large and small distortion decaying particle scenario. Contours
and lines are as before. For large energy release the distortion can be easily
constrained, however, for small energy release the parameter space becomes
more complicated and higher sensitivity improves matters significantly.

released at z & 3 ⇥ 105 a pure µ-distortion is created, so that this
case is practically degenerate, e.g., with scenarios that include an
annihilating particle with p-wave annihilation cross section. How-
ever, for energy release around z ' 5 ⇥ 104 the distortion can di↵er
su�ciently to become distinguishable.

In Fig. 4 we show the projected constraints for a large and
small distortion scenario, with energy release �⇢�/⇢� ' 6.4 ⇥ 10�6

and �⇢�/⇢� ' 1.3⇥10�7, respectively. Since the total energy release
scales as �⇢�/⇢� / fX/zX (cf. Chluba & Sunyaev 2012), it is best
to consider the variables fX/zX and zX ' 4.8 ⇥ 109 �1/2

X sec1/2 as
parameters. This reduces the parameter covariance significantly. To
accelerate the computation we furthermore tabulate the distortion
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nature should be possible, the two signals are simply too similar
and strong correlations cause large uncertainties and biases in the
parameters, which only disappear at high sensitivity. This makes
the projected 2D probability distributions shown in Fig. 3 very non-
Gaussian. At ' 20 times the sensitivity of PIXIE we find a ' 2�
detection of the s-wave annihilation signature and fann,p ' 1% from
the p-wave annihilation signal.

Considering a small distortion scenario with more compara-
ble contributions from s- and p-wave annihilations ( fann,s ' 2 ⇥
10�23 eV sec�1 and fann,p ' 10�28 eV sec�1), we find that an im-
provement of the sensitivity by a factor of ' 40 is needed to start
distinguishing the signals from both particles, rendering an analysis
along these lines more futuristic. This is because for this scenario
the signal is close to the detection limit of PIXIE, and the di↵er-
ences with respect to a pure superposition of µ- and y-distortion,
which could be used to distinguish the two cases, are only a small
correction, necessitating this large improvement of the sensitivity.

4 DECAYING PARTICLE SCENARIOS

Decaying relic particle with lifetimes ' 380 kyr (corresponding to
the time of recombination) are again tightly constrained by mea-
surement of the CMB anisotropies (Zhang et al. 2007; Giesen et al.
2012), while particles with lifetimes comparable to minutes can af-
fect the light element abundances and bounds derived from BBN
apply (Kawasaki et al. 2005; Jedamzik 2008). However, experi-
mental constraints for particles with lifetimes ' 106 � 1012 sec are
less stringent, still leaving rather large room for extra energy re-
lease �⇢�/⇢� . 10�6 � 10�5 (e.g., Hu & Silk 1993b; Kogut et al.
2011). Large energy-release rates are especially possible for very
light particles with masses . MeV. A PIXIE-type CMB experi-
ment thus has a large potential to discover the signature of some
long-lived relic particle, or at least provide complementary and in-
dependent constraints to these scenarios. If most of the energy is
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Figure 4. Large and small distortion decaying particle scenario. Contours
and lines are as before. For large energy release the distortion can be easily
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more complicated and higher sensitivity improves matters significantly.

released at z & 3 ⇥ 105 a pure µ-distortion is created, so that this
case is practically degenerate, e.g., with scenarios that include an
annihilating particle with p-wave annihilation cross section. How-
ever, for energy release around z ' 5 ⇥ 104 the distortion can di↵er
su�ciently to become distinguishable.

In Fig. 4 we show the projected constraints for a large and
small distortion scenario, with energy release �⇢�/⇢� ' 6.4 ⇥ 10�6

and �⇢�/⇢� ' 1.3⇥10�7, respectively. Since the total energy release
scales as �⇢�/⇢� / fX/zX (cf. Chluba & Sunyaev 2012), it is best
to consider the variables fX/zX and zX ' 4.8 ⇥ 109 �1/2

X sec1/2 as
parameters. This reduces the parameter covariance significantly. To
accelerate the computation we furthermore tabulate the distortion
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Gaussian. At ' 20 times the sensitivity of PIXIE, we find a ' 2�
detection of the s-wave annihilation signature and fann,p ' 1% from
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the signal is close to the detection limit of PIXIE, and the di↵er-
ences with respect to a pure superposition of µ- and y-distortions,
which could be used to distinguish the two cases, are only a small
correction, necessitating this large improvement of the sensitivity.
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less stringent, still leaving rather large room for extra energy re-
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2011). Large energy-release rates are especially possible for very
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ment thus has a large potential to discover the signature of some
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released at z & 3 ⇥ 105, a pure µ-distortion is created, so that this
case is practically degenerate, e.g., with scenarios that include an
annihilating particle with p-wave annihilation cross-section. How-
ever, for energy release around z ' 5⇥ 104, the distortion can di↵er
su�ciently to become distinguishable.

In Fig. 4, we show the projected constraints for a large- and
small-distortion scenario, with energy release �⇢�/⇢� ' 6.4 ⇥ 10�6

and �⇢�/⇢� ' 1.3⇥10�7, respectively. Since the total energy release
scales as �⇢�/⇢� / fX/zX (cf. Chluba & Sunyaev 2012), it is best
to consider the variables fX/zX and zX ' 4.8 ⇥ 109 �1/2

X sec1/2 as
parameters. This reduces the parameter covariance significantly. To
accelerate the computation, we furthermore tabulate the distortion
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Figure 14. Evolution of the CMB spectral distortion caused by the heating
from decaying particles with different lifetimes. At z ! 104, one can see the
effect of electrons starting to cool significantly below the temperature of the
photons, which leads to free–free absorption at very low frequencies.
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Figure 15. CMB spectral distortion at z = 200 after energy injection from
decaying relic particles with different lifetimes in the PIXIE bands. In all
cases we fixed fdec = 2 zX eV, which corresponds to a total energy release of
!ργ /ργ |dec ∼ 1.3 × 10−6. For the effective temperature of the CMB, this
implies !T ∗

γ /TCMB ∼ −3.2 × 10−7 at zs = 2 × 107, and at ze = 200 in all
cases we found |!T ∗

γ /TCMB| ∼ 10−10.

obtain temperature larger than the CMB, such that photons are
partially up-scattered. At the end of the evolution, the spectrum
remains in a state that is a mixture. Finally, in the lower panel of
Fig. 14 we give an example for a case that looks like a pure y-
distortion at high and intermediate frequencies. In this case, energy
is mainly released at times when Compton scattering is unable to
re-establish full kinetic equilibrium with the electrons. However, at
low frequencies one can again observe the effect of cooling electrons
during and after the epoch of recombination.

In Fig. 15 we show the distortions for some of the previous cases,
but focused on the spectral bands of PIXIE. In contrast to the case of
annihilating particles, where the shape of the distortion was rather
insensitive to the effective annihilation rate, for decaying particles
the shape of the distortion varies strongly with its lifetime. This
should make it possible to distinguish the effect of decaying parti-
cles from the other sources of energy release discussed so far. For
the chosen energy injection rate the typical amplitude of the dis-
tortions is !T /T ∼ 10−7−10−6, which is well within reach of the
PIXIE sensitivities. However, to forecast the possible constraints
from PIXIE requires consideration of more cases and realistic fore-
ground models.

3.6.1 Upper limits from analytic estimates

Hu & Silk (1993b) provided simple analytic expressions that allow
us to estimate the final spectral distortion after some energy release
caused by decaying relic particles. These expressions were widely
used in the literature to place limits on the possible amount of
decaying particles with different lifetimes, and here we wish to
compare them with the results of our computations.

To obtain the analytic estimates, one can start with the simple
approximations for single energy release at zh. At high redshifts,
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Figure 3. Large distortion s- and p-wave annihilation scenario. Contours
and lines are as before. Degeneracies between the parameters prevent a dis-
tinction of the signatures of both particles, even for high sensitivity.

nature should be possible, the two signals are simply too similar
and strong correlations cause large uncertainties and biases in the
parameters, which only disappear at high sensitivity. This makes
the projected 2D probability distributions shown in Fig. 3 very non-
Gaussian. At ' 20 times the sensitivity of PIXIE, we find a ' 2�
detection of the s-wave annihilation signature and fann,p ' 1% from
the p-wave annihilation signal.

Considering a small distortion scenario with more compara-
ble contributions from s- and p-wave annihilations ( fann,s ' 2 ⇥
10�23 eV sec�1 and fann,p ' 10�28 eV sec�1), we find that an im-
provement of the sensitivity by a factor of ' 40 is needed to start
distinguishing the signals from both particles, rendering an analysis
along these lines more futuristic. This is because for this scenario
the signal is close to the detection limit of PIXIE, and the di↵er-
ences with respect to a pure superposition of µ- and y-distortions,
which could be used to distinguish the two cases, are only a small
correction, necessitating this large improvement of the sensitivity.

4 DECAYING PARTICLE SCENARIOS

Decaying relic particles with lifetimes ' 380 kyr (corresponding to
the time of recombination) are again tightly constrained by mea-
surement of the CMB anisotropies (Zhang et al. 2007; Giesen et al.
2012), while particles with lifetimes comparable to minutes can af-
fect the light-element abundances and bounds derived from BBN
apply (Kawasaki et al. 2005; Jedamzik 2008). However, experi-
mental constraints for particles with lifetimes ' 106 � 1012 sec are
less stringent, still leaving rather large room for extra energy re-
lease �⇢�/⇢� . 10�6 � 10�5 (e.g., Hu & Silk 1993b; Kogut et al.
2011). Large energy-release rates are especially possible for very
light particles with masses . MeV. A PIXIE-type CMB experi-
ment thus has a large potential to discover the signature of some
long-lived relic particles or at least provide complementary and in-
dependent constraints to these scenarios. If most of the energy is
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Figure 4. Large- and small-distortion decaying particle scenario. Contours
and lines are as before. For large energy release the distortion can be easily
constrained; however, for small energy release the parameter space becomes
more complicated and higher sensitivity improves matters significantly.

released at z & 3 ⇥ 105, a pure µ-distortion is created, so that this
case is practically degenerate, e.g., with scenarios that include an
annihilating particle with p-wave annihilation cross-section. How-
ever, for energy release around z ' 5⇥ 104, the distortion can di↵er
su�ciently to become distinguishable.

In Fig. 4, we show the projected constraints for a large- and
small-distortion scenario, with energy release �⇢�/⇢� ' 6.4 ⇥ 10�6

and �⇢�/⇢� ' 1.3⇥10�7, respectively. Since the total energy release
scales as �⇢�/⇢� / fX/zX (cf. Chluba & Sunyaev 2012), it is best
to consider the variables fX/zX and zX ' 4.8 ⇥ 109 �1/2

X sec1/2 as
parameters. This reduces the parameter covariance significantly. To
accelerate the computation, we furthermore tabulate the distortion
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Why model-independent approach to distortion signal

• Model-dependent analysis makes model-selection non-trivial

• Real information in the distortion signal limited by sensitivity and foregrounds

• Principle Component Analysis (PCA) can help optimizing this!

• useful for optimizing experimental designs (frequencies; sensitivities, ...)!
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Figure 2. Large p-wave annihilation scenario. The solid black lines show
the constraint for PIXIE sensitivity, while the red curves are for 4 times
higher sensitivity. The contours show 68% and 95% confidence levels. The
shaded regions illustrate the shape of the projected 2D probability distri-
bution function for PIXIE sensitivity only. The marginalized distributions
were all normalized to unity at the maximum.

Since the signal is directly proportional to fann, we find

� fann,p

fann,p
⇡ 2%

"
fann,p

10�26 eV sec�1

#�1 "
�I⌫
�IPIXIE
⌫

#�1

(6)

for the error, where �IPIXIE
⌫ ' 5 ⇥ 10�26 W m�2 s�1 Hz�1 sr�1 de-

notes PIXIE’s sensitivity (we confirmed this statement numeri-
cally). The rough 1�-detection limit of PIXIE therefore is fann,p '
2 ⇥ 10�28 eV sec�1. Increasing the sensitivity 2 or 4 times might be
within reach, e.g., by extending the total time spent on spectral dis-
tortion measurements or by slightly improving the instrument. As
our results show, this would further tighten possible limits on this
scenario, allowing us to constrain Majorana particles annihilating
into lighter fermions (Goldberg 1983).

Figure 2 also shows that the monopole temperature and reion-
ization y-parameter could be measured with impressive accuracy,
corresponding to �T ' 3 nK and �yre/yre . 1%. Both � and yre are
anti correlated with fann: although the annihilation distortion sig-
nal does not include any pure temperature shift contribution, it is
not fully orthogonal to the signal related to � [see. Eq. (5)]. Simi-
larly, every annihilation is associated with some late energy release
(z . 104), during the y-era, and thus boosted annihilation e�ciency
leaves less room for contribution to y from after recombination and
during reionization, explaining the behavior.

Assuming a relic particle with fann,p ' 10�28 eV sec�1, we find
that for PIXIE’s sensitivity the signal is below the detection limit,
and even at 4 times increased sensitivity, only a marginal detection
of the distortion caused by the annihilation energy release is possi-
ble. The measurements of � and yre are not severely compromised
by adding this possibility to the parameter estimation problem, be-
cause the additional signal is very small. To obtain an unambiguous
5�-detection of the p-wave annihilation signal in this scenario, the
sensitivity needs to be increased ' 10 times over PIXIE.

Assuming that the relic particle is non-relativistic without any
p-wave Sommerfeld enhancement one has h�vi / v2 / (1+ z)2. As
mentioned above, in this case most energy is released very early
causing a pure µ-distortion. However, the limits from BBN and
light-element abundances are expected to be much stronger, so that
we do not discuss this case any further.

Next we consider energy release due to s-wave annihilation,
for instance associated with a dark matter particle. The annihilation
e�ciency is already tightly constrained by the e↵ect on the CMB
anisotropies (Peebles et al. 2000; Chen & Kamionkowski 2004;
Padmanabhan & Finkbeiner 2005; Zhang et al. 2006), where the
best observational limit is obtained from WMAP (Galli et al. 2009;
Hütsi et al. 2009; Slatyer et al. 2009; Hütsi et al. 2011), translating
into fann,s . 2⇥10�23 eV sec�1 (Chluba et al. 2010). This case is as-
sociated with an energy release of�⇢�/⇢� ' 8.3⇥10�9, available for
spectral distortions. In contrast to the p-wave annihilation scenario,
energy is liberated more evenly per logarithmic redshift interval,
so that the associated spectral distortion lies between a µ and y-
distortion (see Fig. 1). Annihilations with fann,s ' 2⇥10�23 eV sec�1

remain undetectable, even at 4 times the sensitivity of PIXIE, in
agreement with conclusion from previous analyses (Chluba et al.
2010; Chluba & Sunyaev 2012). A ' 3�-detection becomes possi-
ble with 10 times the sensitivity of PIXIE.

On the other hand, assuming fann,s ' 10�22 eV sec�1, a ' 6�-
detection would be possible at 4 times PIXIE sensitivity, although
this scenario is already in tension with CMB anisotropy constraints.
The error for the s-wave annihilation scenario roughly scales as

� fann,s

fann,s
⇡ 17%

"
fann,s

10�22 eV sec�1

#�1 "
�I⌫

4�IPIXIE
⌫

#�1

. (7)

The current limit on fann,s derived from CMB anisotropies may be
improved by another factor of ' 6 (e.g., see Hütsi et al. 2009,
2011, for projections) with the next release of Planck (which will
include all the temperature and polarization data), ACTpol and SPT-
pol (Niemack et al. 2010; McMahon et al. 2009). At this level of
sensitivity it will be hard to directly compete using spectral distor-
tion measurements; however, the spectral distortion constraints are
independent and probe di↵erent epochs of the evolution, providing
another important handle on possible systematics, e.g., related to
possible uncertainties in the cosmological recombination process
(Farhang et al. 2012, 2013). Additional freedom could be added
due to Sommerfeld enhancement of the annihilation cross-section
(e.g., see Hannestad & Tram 2011), but a more detailed investiga-
tion of this aspect is beyond the scope of this work.

Figure 1 also indicates that in the p-wave annihilation scenario
with fann,p ' 10�26 eV sec�1 a similar amount of energy is deposited
during hydrogen recombination (z ' 103) as in the well constrained
s-wave annihilation scenario with fann,s ' 2 ⇥ 10�23 eV sec�1. We
thus did not consider cases with larger p-wave annihilation cross-
section, because these would already be in tension with the CMB
anisotropy data. Improving the limit on p-wave annihilation sce-
narios with CMB anisotropy measurements will, however, be very
hard and the distortion signal has a larger leverage, o↵ering a way
to detect the signatures from particles with p-wave annihilation ef-
ficiency fann,p & few ⇥ 10�28 eV sec�1 at PIXIE’s sensitivity.

Finally, in Fig. 3 for illustration we show the large distortion
scenario ( fann,s ' 10�22 eV sec�1 and fann,p ' 10�26 eV sec�1) of
Fig. 1, with simultaneous energy release due to particles with s-
and p-wave annihilation. The parameters becomes rather degen-
erate, and a separate detection of the s-wave annihilation e↵ect
remains challenging even at 4 times the sensitivity of PIXIE. Al-
though an individual detection of the s- or p-wave annihilation sig-
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• Principle component 
decomposition of the 
distortion signal

• compression of the 
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given instrumental 
settings

• new set of 
observables         
 p={y, µ, µ1, µ2, ...}

• model-comparison + 
forecasts of errors 
very simple!
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Figure 2. Energy branching ratios, Jk(z) according to equation (A1) (in
the figure the symbol J ≡ J ). We multiplied JR(z) by 10 to make it more
visible. For the construction, we assumed {νmin, νmax, "νs} = {30, 1000,
1}GHz and diagonal noise covariance.

space spanned by GT, Y SZ and M (see Appendix A for details). Once
the residual distortion is identified, we obtain all energy branching
ratios, Jk(z), of equation (4) by projecting the rest of the Green’s
function on to GT, Y SZ and M, respectively. The results are shown
in Fig. 2. We also defined JR(z) = 1 − JT (z) − Jy(z) − Jµ(z),
which determines the amount of energy found in the residual dis-
tortion only. At redshift z ! 4 × 104, most of the energy release
produces a y-distortion, while at 4 × 104 ! z ! 1.7 × 106 most of
the energy goes into a µ-distortion. At 1.7 × 106 ! z, the thermal-
ization process, mediated by Compton scattering, double Compton
emission and Bremsstrahlung, is so efficient that practically all en-
ergy just increases the average CMB temperature.

Around z $ 4 × 104, a few per cent of the energy is stored by
the residual distortion, and the amplitude of this signal depends
strongly on redshift (see Fig. 1). Although small in terms of energy
density, the residual distortion reaches $10–20 per cent of M(ν)
and YSZ(ν) at high frequencies, and can even be comparable to
M(ν) at ν ! 100 GHz. The fraction of energy release to the residual
distortion is extremal around z $ 3.8 × 104 (see Fig. 2), while
the low-frequency amplitude of the residual distortion is largest at
z $ 6.2 × 104 (see Fig. 1). In Fig. 1, we can also observe a small
dependence of the phase of the residual distortion on the redshift of
energy release. The redshift-dependent phase shift of the residual
distortion provides model-independent information about the time
dependence of the energy-release process, while analysis of the
superposition between µ- and y-distortion can only be interpreted
in a model-dependent way.

Fig. 2 also shows that µ-distortion and temperature shift have
a significant overlap around z $ 105. There Jµ(z) exceeds
unity, while JT (z) is negative. Similarly, for the chosen ex-
perimental setting JR(z) is negative, ensuring energy conserva-
tion. Although below z $ 105 photon production becomes very
weak and the thermalization of distortions to a temperature shift
ceases, the shape of the distortion still projects on to GT, lead-
ing to JT (z) %= 0. When thinking about the different contribu-
tions to the total distortion signal these points should be kept in
mind.

Another way to define the temperature shift is to integrate the
distortion over all frequencies. Scattering terms, to which the µ-

Figure 3. Residual function at redshift z $ 38 000 but for different in-
strumental settings. The annotated values are {νmin, νmax, "νs} and we
assumed diagonal noise covariance.

and y-distortion are related, conserve photon number density, so
that any deviation from zero should be caused by contributions
from a temperature shift, related to GT(ν). This approach was used
by Chluba (2013b), where by construction 0 < Jk(z) < 1 for k ∈
{T, y, µ, R}. In practice, i.e. with contaminations from foregrounds,
this procedure may not be applicable, and simultaneous fitting of
different spectral components is expected to work better. We there-
fore did not further follow this path.

2.2.1 Dependence on experimental settings

It is clear that the decomposition [R(ν, z) andJk(z)] presented above
depends on the chosen values for {νmin, νmax, "νs}. Changing the
frequency resolution has a rather small effect, while changing νmin

is more important (see Fig. 3). The differences are therefore mainly
driven by the way the distortion projects on to GT, M and YSZ

between νmin and νmax rather than how precisely the channels are
distributed over this interval.

Also, so far we assumed uniform and uncorrelated noise in the
different channels. In this case, the construction of the modes be-
comes independent of the value of "Ic, but more generally one has
to include this into the eigenmode analysis. This can be achieved
by redefining the scalar product of two frequency vectors, e.g.
a · b ≡

∑
ij ai C−1

ij bj , where Cij is the full noise covariance ma-
trix. Similarly, signals related to foregrounds can be included when
performing the decomposition of the Green’s function. These are
expected to lead to a degradation of the signal towards both lower
and higher frequencies; however, these aspects are beyond the scope
of this paper and will be explored in another work.

2.3 Energy release and branching ratios

The amplitude of the SD is directly linked to the total energy that was
released over the cosmic history. One way, which has been widely
applied in the cosmology community, to make this connection is to
use the effective µ and y-parameter to characterize the associated
distortion, µ $ 1.4 "ργ /ργ |µ and y $ (1/4) "ργ /ργ |y (Zeldovich
& Sunyaev 1969; Sunyaev & Zeldovich 1970). The total energy re-
lease causing distortions is "ργ /ργ |dist = "ργ /ργ |y + "ργ /ργ |µ,
with the partial contributions, "ργ /ργ |y and "ργ /ργ |µ, from the
y- and µ-era, respectively. In terms of the energy-release history,
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Figure 4. First few eigenmodes E(k) and S(k) for PIXIE-type settings
(νmin = 30 GHz, νmax = 1000 GHz and "νs = 15 GHz). In the mode
construction, we assumed that energy release only occurred at 103 ≤ z ≤
5 × 106.

amplitudes are positive for Q = const > 0. The first energy-release
mode, E(1), has a maximum at z # 5.3 × 104, while higher modes
show more variability, extending both towards lower and higher
redshift. The corresponding distortion modes, S(k), show increasing
variability and decreasing overall amplitude with growing k. They
capture all corrections to the simple superposition of pure µ- and
y-distortion, needed to morph between these two extreme cases.

In Table 1, we summarize the projected errors for the first six
mode amplitudes. The errors, "µk, increase rapidly with mode
number (this is how we order the eigenmodes), meaning that for a
fixed amplitude of the distortion signal the information in the higher
modes can only be accessed at higher spectral sensitivity.

Knowing the signal eigenvectors, S(k), we can directly relate
the mode amplitudes, µk, to the fractional energy, ε, stored by
the residual distortion. It thus allows us to estimate how much
information is contained by the residual distortion. Since integration
over frequency can be written as a sum over all frequency bins, with
εk = 4

∑
i S

(k)
i /

∑
i Gi,T we have ε ≈

∑
kεk µk. The first six εk are

given in Table 1. The signal modes, S(1) and S(2), contribute most to
the energy, while energy release into the higher modes is suppressed
by an order of magnitude or more.

Even if individual mode amplitudes cannot be separated, the
total energy density contained in the residual distortion might

Table 1. Forecasted 1σ errors of the first six eigenmode amplitudes, E(k).
We also give εk = 4

∑
i S

(k)
i /

∑
i Gi,T , and the scalar products S(k) · S(k)

(in units of [10−18 W m−2 Hz−1 sr−1]2). The fraction of energy release to
the residual distortion and its uncertainty are given by ε ≈

∑
kεk µk and

"ε ≈ (
∑

k ε2
k"µ2

k)1/2, respectively. For the mode construction we used
PIXIE-settings ({νmin, νmax, "νs} = {30, 1000, 15}GHz and channel
sensitivity "Ic = 5 × 10−26 W m−2 Hz−1 sr−1). The errors roughly scale as
"µk ∝ "Ic/

√
"νs.

k "µk "µk/"µ1 εk S(k) · S(k)

1 1.48 × 10−7 1 −6.98 × 10−3 1.15 × 10−1

2 7.61 × 10−7 5.14 2.12 × 10−3 4.32 × 10−3

3 3.61 × 10−6 24.4 −3.71 × 10−4 1.92 × 10−4

4 1.74 × 10−5 1.18 × 102 8.29 × 10−5 8.29 × 10−6

5 8.52 × 10−5 5.76 × 102 −1.55 × 10−5 3.45 × 10−7

6 4.24 × 10−4 2.86 × 103 2.75 × 10−6 1.39 × 10−8

still be detectable. The error of ε can be found using Gaussian
error propagation, "ε ≈ (

∑
k ε2

k"µ2
k)1/2 # {3.68 × 10−9, 3.53 ×

10−9, 3.14 × 10−9, 2.84 × 10−9}, where the numbers show, respec-
tively, uncertainties when all modes, all but µ1, all but µk with k ≤
2 and all but µk with k ≤ 3 are included. Another estimator for the
residual distortion is the modulus of the residual distortion vector
|R|2 ≈

∑
k S(k) · S(k) µ2

k . The required scalar product amplitudes
are also given in Table 1. Similar to ε, the error of |R|2 scales like
"|R|2 ≈ 2(

∑
k[S(k) · S(k)µk]2"µ2

k)1/2. Both ε and |R|2 can be used
to estimate how much information is left in the residual when the
mode hierarchy is truncated at some fixed value k. If the signal-to-
noise ratio is larger than unity, more modes should be added.

4 PARAMETER ESTIMATION USING
E N E R G Y- R E L E A S E E I G E N M O D E S

In the previous sections, we created a set of orthogonal signal modes
that can be constrained by future SD experiments and used to re-
cover part of the energy-release history in a model-independent
way. We derived a set of energy-release eigenmodes that describes
the residual distortion signal that cannot be expressed as simple
superposition of temperature shift, µ- and y-distortion.

As explained above, nothing can be learned from the change in the
value of the CMB temperature caused by energy release. Thus, the
useful part of the primordial signal is determined by the parameters
pprim = {y, µ, µk}. The number of residual modes, µk, that can
be constrained depends on the typical amplitude of the distortion
and instrumental aspects. To the primordial signal, we need to add
yre to describe the late-time y-distortion, and "T to parametrize the
uncertainty in the exact value of the CMB monopole. The total
distortion signal therefore takes the form

"Ii = "I T
i + "I

y
i + "I

µ
i + "IR

i

"I T
i = Gi,T"T [1 + "T ] + Yi,SZ "2

T /2

"I
y
i = Yi,SZ (yre + y)

"I
µ
i = Mi µ, (11)

where Gi,T, Yi,SZ and Mi are the average signals of GT, YSZ and M
over the ith channel. The dependence of "I T

i on "T is quadratic, but
since "T ( 1, the problem remains quasi-linear, with the second-
order term leading to a negligible correction to the covariance
matrix, once expanded around the best-fitting value for "T. For
estimates one can thus set "I T

i ≈ Gi,T "T without loss of gener-
ality. This defines the parameter set p = {"T, y∗, µ, µk}, where
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Figure 4. First few eigenmodes E(k) and S(k) for PIXIE-type settings
(νmin = 30 GHz, νmax = 1000 GHz and "νs = 15 GHz). In the mode
construction, we assumed that energy release only occurred at 103 ≤ z ≤
5 × 106.

amplitudes are positive for Q = const > 0. The first energy-release
mode, E(1), has a maximum at z # 5.3 × 104, while higher modes
show more variability, extending both towards lower and higher
redshift. The corresponding distortion modes, S(k), show increasing
variability and decreasing overall amplitude with growing k. They
capture all corrections to the simple superposition of pure µ- and
y-distortion, needed to morph between these two extreme cases.

In Table 1, we summarize the projected errors for the first six
mode amplitudes. The errors, "µk, increase rapidly with mode
number (this is how we order the eigenmodes), meaning that for a
fixed amplitude of the distortion signal the information in the higher
modes can only be accessed at higher spectral sensitivity.

Knowing the signal eigenvectors, S(k), we can directly relate
the mode amplitudes, µk, to the fractional energy, ε, stored by
the residual distortion. It thus allows us to estimate how much
information is contained by the residual distortion. Since integration
over frequency can be written as a sum over all frequency bins, with
εk = 4

∑
i S

(k)
i /

∑
i Gi,T we have ε ≈

∑
kεk µk. The first six εk are

given in Table 1. The signal modes, S(1) and S(2), contribute most to
the energy, while energy release into the higher modes is suppressed
by an order of magnitude or more.

Even if individual mode amplitudes cannot be separated, the
total energy density contained in the residual distortion might

Table 1. Forecasted 1σ errors of the first six eigenmode amplitudes, E(k).
We also give εk = 4

∑
i S

(k)
i /

∑
i Gi,T , and the scalar products S(k) · S(k)

(in units of [10−18 W m−2 Hz−1 sr−1]2). The fraction of energy release to
the residual distortion and its uncertainty are given by ε ≈

∑
kεk µk and

"ε ≈ (
∑

k ε2
k"µ2

k)1/2, respectively. For the mode construction we used
PIXIE-settings ({νmin, νmax, "νs} = {30, 1000, 15}GHz and channel
sensitivity "Ic = 5 × 10−26 W m−2 Hz−1 sr−1). The errors roughly scale as
"µk ∝ "Ic/

√
"νs.

k "µk "µk/"µ1 εk S(k) · S(k)

1 1.48 × 10−7 1 −6.98 × 10−3 1.15 × 10−1

2 7.61 × 10−7 5.14 2.12 × 10−3 4.32 × 10−3

3 3.61 × 10−6 24.4 −3.71 × 10−4 1.92 × 10−4

4 1.74 × 10−5 1.18 × 102 8.29 × 10−5 8.29 × 10−6

5 8.52 × 10−5 5.76 × 102 −1.55 × 10−5 3.45 × 10−7

6 4.24 × 10−4 2.86 × 103 2.75 × 10−6 1.39 × 10−8

still be detectable. The error of ε can be found using Gaussian
error propagation, "ε ≈ (

∑
k ε2

k"µ2
k)1/2 # {3.68 × 10−9, 3.53 ×

10−9, 3.14 × 10−9, 2.84 × 10−9}, where the numbers show, respec-
tively, uncertainties when all modes, all but µ1, all but µk with k ≤
2 and all but µk with k ≤ 3 are included. Another estimator for the
residual distortion is the modulus of the residual distortion vector
|R|2 ≈

∑
k S(k) · S(k) µ2

k . The required scalar product amplitudes
are also given in Table 1. Similar to ε, the error of |R|2 scales like
"|R|2 ≈ 2(

∑
k[S(k) · S(k)µk]2"µ2

k)1/2. Both ε and |R|2 can be used
to estimate how much information is left in the residual when the
mode hierarchy is truncated at some fixed value k. If the signal-to-
noise ratio is larger than unity, more modes should be added.

4 PARAMETER ESTIMATION USING
E N E R G Y- R E L E A S E E I G E N M O D E S

In the previous sections, we created a set of orthogonal signal modes
that can be constrained by future SD experiments and used to re-
cover part of the energy-release history in a model-independent
way. We derived a set of energy-release eigenmodes that describes
the residual distortion signal that cannot be expressed as simple
superposition of temperature shift, µ- and y-distortion.

As explained above, nothing can be learned from the change in the
value of the CMB temperature caused by energy release. Thus, the
useful part of the primordial signal is determined by the parameters
pprim = {y, µ, µk}. The number of residual modes, µk, that can
be constrained depends on the typical amplitude of the distortion
and instrumental aspects. To the primordial signal, we need to add
yre to describe the late-time y-distortion, and "T to parametrize the
uncertainty in the exact value of the CMB monopole. The total
distortion signal therefore takes the form

"Ii = "I T
i + "I

y
i + "I

µ
i + "IR

i

"I T
i = Gi,T"T [1 + "T ] + Yi,SZ "2

T /2

"I
y
i = Yi,SZ (yre + y)

"I
µ
i = Mi µ, (11)

where Gi,T, Yi,SZ and Mi are the average signals of GT, YSZ and M
over the ith channel. The dependence of "I T

i on "T is quadratic, but
since "T ( 1, the problem remains quasi-linear, with the second-
order term leading to a negligible correction to the covariance
matrix, once expanded around the best-fitting value for "T. For
estimates one can thus set "I T

i ≈ Gi,T "T without loss of gener-
ality. This defines the parameter set p = {"T, y∗, µ, µk}, where
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y∗ = yre + y. Note that because of the low-z contribution, it is
hard to disentangle the primordial components of !T and y∗. The
primordial energy release, therefore, is best constrained with µ and
the µks.

4.1 Errors of !T, y∗ and µ

As a first step, we estimate the errors on the values of !T, y∗ and µ

assuming PIXIE-like settings. The relevant projections to construct
the Fisher matrix, analogous to equation (9), are

GT · (GT, Y SZ, M) = (2.46 × 103, 1.23 × 103, 4.60 × 102)

Y SZ · (Y SZ, M) = (5.37 × 103, 5.62 × 102)

M · M = 1.23 × 102, (12)

all in units of [10−18 W m−2 Hz−1 sr−1]2. Defining α = !Ic/[5 ×
10−26 W m−2 Hz−1 sr−1], we expect errors !!T ≈ 2.34 × 10−9 α (or
!T % 6.4 α nK), !y∗ ≈ 1.20 × 10−9 α and !µ ≈ 1.37 × 10−8 α

at 1σ level. These numbers are close to the estimates given by
Kogut et al. (2011) for the expected 1σ errors on y- and µ-
parameter, and show that a huge improvement over COBE/FIRAS
(!y∗ ≈ 7.5 × 10−6 and !µ ≈ 4.5 × 10−5 at 1σ level) can be ex-
pected. Adding the residual distortion eigenmodes to the parameter
estimation should not affect these estimates as they are constructed
to be orthogonal to the signals from !T, y and µ.

4.2 Simple parameter estimation example: proof of concept

To illustrate how the modes can be used to constrain the energy-
release history, let us consider Q(z) ≡ 5 × 10−8 in the redshift in-
terval 103 < z < 5 × 106. Using equation (6), this implies a total
energy release of !ργ /ργ = 4.26 × 10−7, with !ργ /ργ |dist = 4y +
µ/α + ε ≈ 4.00 × 10−7 going into distortions. We also expect
y % 4.85 × 10−8, µ % 2.93 × 10−7 and !prim % −8.46 × 10−9

for the primordial distortion. The first three mode amplitudes are
µ1 = 5.14 × 10−7, µ2 = 4.34 × 10−9, and µ3 = 3.38 × 10−7,
and thus µ1 should be detectable with a PIXIE-like experiment (see
the !µk in Table 1). For illustration, we furthermore assume that
the value of the monopole temperature is T0 = 2.726 K(1 + !f)
with !f = 1.2 × 10−4, and that a low redshift y-distortion with
yre = 4 × 10−7 is introduced.

We implemented a simple Markov Chain Monte Carlo (MCMC)
simulation of this problem using COSMOTHERM. To compute the pri-
mordial distortion signal we used equation (3), i.e. we did not de-
compose the signal explicitly, but included all contributions to the
distortion. We then added a temperature shift with !f = 1.2 × 10−4

and a y-distortion with yre = 4 × 10−7 to the input signal, and anal-
ysed it using the model, equation (11), with only µ1 included. Fig. 5
shows the results of this analysis. All the recovered values and er-
rors agree with the predictions. We can furthermore see that µ1 does
not correlate to any of the standard parameters ps = {!T, y∗, µ}, as
ensured by construction. The standard parameters are slightly cor-
related with each other, since in the analysis we used Gi,T, Yi,SZ and
Mi which themselves are not orthogonal. Alternatively, one could
use the orthogonal basis Gi,T,⊥, Yi,SZ and Mi, ⊥ (see Appendix A),
but since the interpretation of the results is fairly simple we pre-
ferred to keep the well-known parametrization. We confirmed that
adding more distortion eigenmodes to the estimation problem does
not alter any of the constraints on the other parameters. This demon-
strates that the eigenmodes constructed above can be directly used
for model-independent estimations and compression of the useful
information provided by the CMB spectrum.

Figure 5. Analysis of energy-release history with Q(z) = 5 × 10−8 in the
redshift interval 103 < z < 5 × 106 using signal eigenmode, S(1) (Fig. 4). We
assumed {νmin, νmax, !νs} = {30, 1000, 15}GHz and channel sensitivity
!Ic = 5 × 10−26 W m−2 Hz−1 sr−1. The dashed blue lines and red crosses
indicate the expected recovered values. Contours are for 68 per cent and
95 per cent confidence levels. All errors and recovered values agree with the
Fisher estimates. We shifted !T by !i = !f + !prim with !f = 1.2 × 10−4

and !prim % −8.46 × 10−9, where !prim is the primordial contribution.

4.3 Partial recovery of the energy-release history

The energy-release eigenmodes define an ortho-normal basis to de-
scribe the energy-release history over the considered redshift range.
In the limit of extremely high sensitivity and very fine spectral cov-
erage (≡ all modes can be measured) a complete reconstruction
of the input history would be possible. Since realistically only a
finite number of energy-release eigenmodes (two or three really)
might be measured, this means that a partial but model-independent
reconstruction of the input energy-release history can be derived.

Considering the simple example, Q = 5 × 10−8, in Fig. 6 we
show the comparison of input history and the corresponding

Figure 6. Partial recovery of the input energy-release history, Q =
5 × 10−8.

MNRAS 438, 2065–2082 (2014)

 at Johns H
opkins U

niversity on A
pril 28, 2014

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

Partial recovery of energy release history

JC & Jeong, 2013

• ‘wiggly’ recovery of 
input thermal history 
possible

• redshift resolution 
depends on 
sensitivity and 
distortion amplitude



Signal eigenmodes are uncorrelated by construction

JC & Jeong, 2013

Distortion PCA 2071

y∗ = yre + y. Note that because of the low-z contribution, it is
hard to disentangle the primordial components of !T and y∗. The
primordial energy release, therefore, is best constrained with µ and
the µks.

4.1 Errors of !T, y∗ and µ

As a first step, we estimate the errors on the values of !T, y∗ and µ

assuming PIXIE-like settings. The relevant projections to construct
the Fisher matrix, analogous to equation (9), are

GT · (GT, Y SZ, M) = (2.46 × 103, 1.23 × 103, 4.60 × 102)

Y SZ · (Y SZ, M) = (5.37 × 103, 5.62 × 102)

M · M = 1.23 × 102, (12)

all in units of [10−18 W m−2 Hz−1 sr−1]2. Defining α = !Ic/[5 ×
10−26 W m−2 Hz−1 sr−1], we expect errors !!T ≈ 2.34 × 10−9 α (or
!T % 6.4 α nK), !y∗ ≈ 1.20 × 10−9 α and !µ ≈ 1.37 × 10−8 α

at 1σ level. These numbers are close to the estimates given by
Kogut et al. (2011) for the expected 1σ errors on y- and µ-
parameter, and show that a huge improvement over COBE/FIRAS
(!y∗ ≈ 7.5 × 10−6 and !µ ≈ 4.5 × 10−5 at 1σ level) can be ex-
pected. Adding the residual distortion eigenmodes to the parameter
estimation should not affect these estimates as they are constructed
to be orthogonal to the signals from !T, y and µ.

4.2 Simple parameter estimation example: proof of concept

To illustrate how the modes can be used to constrain the energy-
release history, let us consider Q(z) ≡ 5 × 10−8 in the redshift in-
terval 103 < z < 5 × 106. Using equation (6), this implies a total
energy release of !ργ /ργ = 4.26 × 10−7, with !ργ /ργ |dist = 4y +
µ/α + ε ≈ 4.00 × 10−7 going into distortions. We also expect
y % 4.85 × 10−8, µ % 2.93 × 10−7 and !prim % −8.46 × 10−9

for the primordial distortion. The first three mode amplitudes are
µ1 = 5.14 × 10−7, µ2 = 4.34 × 10−9, and µ3 = 3.38 × 10−7,
and thus µ1 should be detectable with a PIXIE-like experiment (see
the !µk in Table 1). For illustration, we furthermore assume that
the value of the monopole temperature is T0 = 2.726 K(1 + !f)
with !f = 1.2 × 10−4, and that a low redshift y-distortion with
yre = 4 × 10−7 is introduced.

We implemented a simple Markov Chain Monte Carlo (MCMC)
simulation of this problem using COSMOTHERM. To compute the pri-
mordial distortion signal we used equation (3), i.e. we did not de-
compose the signal explicitly, but included all contributions to the
distortion. We then added a temperature shift with !f = 1.2 × 10−4

and a y-distortion with yre = 4 × 10−7 to the input signal, and anal-
ysed it using the model, equation (11), with only µ1 included. Fig. 5
shows the results of this analysis. All the recovered values and er-
rors agree with the predictions. We can furthermore see that µ1 does
not correlate to any of the standard parameters ps = {!T, y∗, µ}, as
ensured by construction. The standard parameters are slightly cor-
related with each other, since in the analysis we used Gi,T, Yi,SZ and
Mi which themselves are not orthogonal. Alternatively, one could
use the orthogonal basis Gi,T,⊥, Yi,SZ and Mi, ⊥ (see Appendix A),
but since the interpretation of the results is fairly simple we pre-
ferred to keep the well-known parametrization. We confirmed that
adding more distortion eigenmodes to the estimation problem does
not alter any of the constraints on the other parameters. This demon-
strates that the eigenmodes constructed above can be directly used
for model-independent estimations and compression of the useful
information provided by the CMB spectrum.

Figure 5. Analysis of energy-release history with Q(z) = 5 × 10−8 in the
redshift interval 103 < z < 5 × 106 using signal eigenmode, S(1) (Fig. 4). We
assumed {νmin, νmax, !νs} = {30, 1000, 15}GHz and channel sensitivity
!Ic = 5 × 10−26 W m−2 Hz−1 sr−1. The dashed blue lines and red crosses
indicate the expected recovered values. Contours are for 68 per cent and
95 per cent confidence levels. All errors and recovered values agree with the
Fisher estimates. We shifted !T by !i = !f + !prim with !f = 1.2 × 10−4

and !prim % −8.46 × 10−9, where !prim is the primordial contribution.

4.3 Partial recovery of the energy-release history

The energy-release eigenmodes define an ortho-normal basis to de-
scribe the energy-release history over the considered redshift range.
In the limit of extremely high sensitivity and very fine spectral cov-
erage (≡ all modes can be measured) a complete reconstruction
of the input history would be possible. Since realistically only a
finite number of energy-release eigenmodes (two or three really)
might be measured, this means that a partial but model-independent
reconstruction of the input energy-release history can be derived.

Considering the simple example, Q = 5 × 10−8, in Fig. 6 we
show the comparison of input history and the corresponding

Figure 6. Partial recovery of the input energy-release history, Q =
5 × 10−8.
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Figure 12. Expected uncertainties of A⇣ (k0 = 45 Mpc�1), nS, and nrun using
measurements of µ, µ1, and µ2. We assumed 5 times the sensitivity of PIXIE
and A⇣ = 5⇥10�8 as reference value (other cases can be estimated by simple
rescaling). For the upper panel we also varied nrun as indicated, while in the
lower panel it was fixed to nrun = 0. The corresponding error in the particle
lifetime is �tX/tX ' 2�zX/zX.

though the absolute distance between line varies relative to the er-
ror bars they seem rather constant. To show this more explicitly,
from µ, µ1, and µ2 we computed we the expected 1�-errors on
A⇣(k0 = 45 Mpc�1), nS, and nrun around the maximum likelihood
value using the Fisher information matrix, Fi j = �µ�2 @piµ @p jµ +P

k �µ
�2
k @piµk@p jµk, with p ⌘ {A⇣ , nS, nrun}. Figure 12 shows the

corresponding forecasts assuming PIXIE-setting but with 5 times
its sensitivity. If only p ⌘ {A⇣ , nS} are estimate for fixed nrun, the
errors of A⇣ and nS are only a few percent. Also trying to constrain
nrun we see that the errors increase significantly, with an absolute
error on �nrun ' 0.07 rather independent of nS. If we change the
sensitivity by a factor f = �Ic/[10�26 W m�2 Hz�1 sr�1, all curved
can be rescaled by this factor to obtain the new estimate. Similarly,
if A⇣(k0 = 45 Mpc�1) di↵ers by f⇣ = A⇣/5 ⇥ 10�8, we have to
rescale the error estimates by f �1

⇣ . Overall, our analysis shows that
CMB spectral distortion measurement provide an unique probe of
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Figure 13. Detectability of µ, µ1, µ2, and µ3. For a given particle lifetime,
we compute the required value of ✏X = fX/zX for which a 1�-detection of
the corresponding variable is possible with PIXIE. The violet shaded area is
excluded by measurements of the primordial 3He/D abundance ratio (65%
c.l., adapted from Fig. 42 of Kawasaki et al. 2005).

the small-scale power spectrum, which can be utilized to directly
constraint inflationary models.

5.2.3 Decaying relic particles

The distortion signals for the three decaying particle scenarios pre-
sented in Table 1 will all be detectable with a PIXIE-like experi-
ment. More generally, Fig. 13 shows the 1�-detection limits for µ,
µ1, µ2, and µ3, as a function of the particle lifetime. CMB spec-
tral distortions are sensitive to decaying particles with ✏X as low as
' 10�2 eV for particle lifetimes 107 sec . tX . 1010 sec. To directly
constrain tX, at least a measurement of µ1 is needed. At PIXIE sen-
sitivity this means that the lifetime of particles with 2 ⇥ 109 sec .
tX . 6⇥1010 sec for ✏X & 0.1 eV and 3⇥108 sec . tX . 1012 sec for
✏X & 1 eV will be directly measurable. Most of this parameter space
is completely unconstrained [see upper limit from measurements of
the primordial 3He/D abundance ratio2 (from Fig. 42 of Kawasaki
et al. 2005) in Fig. 13]. Higher sensitivity will allow cutting deeper
into the parameter space and widen the range over which the parti-
cle lifetime can be directly constrained.

To illustrate this even further we can again look at the µ �
⇢k-parameter space covered by decaying particles. The projections
into the µ � ⇢1 and ⇢1 � ⇢2-plane are shown in Fig. 14 for ✏X =
1 eV and PIXIE settings. Varying ✏X moves the µ�⇢1 trajectory left
or right, as indicated. Furthermore, all error bars of ⇢k have to be
rescales by f = [✏X/1 eV]�1 under this transformation. Measuring
µ and ⇢1 is in principle su�cient for determination of ✏X and the
particle lifetime, tX = [4.9⇥109/(1+zX)]2 sec, with most sensitivity
around zX ' 5 ⇥ 104 � 105 or tX ' 2.4 ⇥ 109 � 9.6 ⇥ 109 sec for
the shown scenario. For short lifetime, the signal is very close to a

2 In the particle physics community the abundance yield, YX = NX/S ,
and deposited particle energy, Evis [GeV], are commonly used. Here NX
is the particle number density at t ⌧ tX and S = 4

3
⇢

kT ' 7 N� '
2.9 ⇥ 103 (1 + z)3 cm�3 denotes the total entropy density. We thus find
✏X ⌘ (Evis YX) 109S/[NH (1 + zX)] ' 1.5 ⇥ 1019(Evis YX)/(1 + zX).
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Distortions could shed light on decaying (DM) particles!
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Figure 12. Expected uncertainties of A⇣ (k0 = 45 Mpc�1), nS, and nrun using
measurements of µ, µ1, and µ2. We assumed 5 times the sensitivity of PIXIE
and A⇣ = 5⇥10�8 as reference value (other cases can be estimated by simple
rescaling). For the upper panel we also varied nrun as indicated, while in the
lower panel it was fixed to nrun = 0. The corresponding error in the particle
lifetime is �tX/tX ' 2�zX/zX.

though the absolute distance between line varies relative to the er-
ror bars they seem rather constant. To show this more explicitly,
from µ, µ1, and µ2 we computed we the expected 1�-errors on
A⇣(k0 = 45 Mpc�1), nS, and nrun around the maximum likelihood
value using the Fisher information matrix, Fi j = �µ�2 @piµ @p jµ +P

k �µ
�2
k @piµk@p jµk, with p ⌘ {A⇣ , nS, nrun}. Figure 12 shows the

corresponding forecasts assuming PIXIE-setting but with 5 times
its sensitivity. If only p ⌘ {A⇣ , nS} are estimate for fixed nrun, the
errors of A⇣ and nS are only a few percent. Also trying to constrain
nrun we see that the errors increase significantly, with an absolute
error on �nrun ' 0.07 rather independent of nS. If we change the
sensitivity by a factor f = �Ic/[10�26 W m�2 Hz�1 sr�1, all curved
can be rescaled by this factor to obtain the new estimate. Similarly,
if A⇣(k0 = 45 Mpc�1) di↵ers by f⇣ = A⇣/5 ⇥ 10�8, we have to
rescale the error estimates by f �1

⇣ . Overall, our analysis shows that
CMB spectral distortion measurement provide an unique probe of
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Figure 13. Detectability of µ, µ1, µ2, and µ3. For a given particle lifetime,
we compute the required value of ✏X = fX/zX for which a 1�-detection of
the corresponding variable is possible with PIXIE. The violet shaded area is
excluded by measurements of the primordial 3He/D abundance ratio (65%
c.l., adapted from Fig. 42 of Kawasaki et al. 2005).

the small-scale power spectrum, which can be utilized to directly
constraint inflationary models.

5.2.3 Decaying relic particles

The distortion signals for the three decaying particle scenarios pre-
sented in Table 1 will all be detectable with a PIXIE-like experi-
ment. More generally, Fig. 13 shows the 1�-detection limits for µ,
µ1, µ2, and µ3, as a function of the particle lifetime. CMB spec-
tral distortions are sensitive to decaying particles with ✏X as low as
' 10�2 eV for particle lifetimes 107 sec . tX . 1010 sec. To directly
constrain tX, at least a measurement of µ1 is needed. At PIXIE sen-
sitivity this means that the lifetime of particles with 2 ⇥ 109 sec .
tX . 6⇥1010 sec for ✏X & 0.1 eV and 3⇥108 sec . tX . 1012 sec for
✏X & 1 eV will be directly measurable. Most of this parameter space
is completely unconstrained [see upper limit from measurements of
the primordial 3He/D abundance ratio2 (from Fig. 42 of Kawasaki
et al. 2005) in Fig. 13]. Higher sensitivity will allow cutting deeper
into the parameter space and widen the range over which the parti-
cle lifetime can be directly constrained.

To illustrate this even further we can again look at the µ �
⇢k-parameter space covered by decaying particles. The projections
into the µ � ⇢1 and ⇢1 � ⇢2-plane are shown in Fig. 14 for ✏X =
1 eV and PIXIE settings. Varying ✏X moves the µ�⇢1 trajectory left
or right, as indicated. Furthermore, all error bars of ⇢k have to be
rescales by f = [✏X/1 eV]�1 under this transformation. Measuring
µ and ⇢1 is in principle su�cient for determination of ✏X and the
particle lifetime, tX = [4.9⇥109/(1+zX)]2 sec, with most sensitivity
around zX ' 5 ⇥ 104 � 105 or tX ' 2.4 ⇥ 109 � 9.6 ⇥ 109 sec for
the shown scenario. For short lifetime, the signal is very close to a

2 In the particle physics community the abundance yield, YX = NX/S ,
and deposited particle energy, Evis [GeV], are commonly used. Here NX
is the particle number density at t ⌧ tX and S = 4

3
⇢

kT ' 7 N� '
2.9 ⇥ 103 (1 + z)3 cm�3 denotes the total entropy density. We thus find
✏X ⌘ (Evis YX) 109S/[NH (1 + zX)] ' 1.5 ⇥ 1019(Evis YX)/(1 + zX).
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Figure 12. Expected uncertainties of A⇣ (k0 = 45 Mpc�1), nS, and nrun using
measurements of µ, µ1, and µ2. We assumed 5 times the sensitivity of PIXIE
and A⇣ = 5⇥10�8 as reference value (other cases can be estimated by simple
rescaling). For the upper panel we also varied nrun as indicated, while in the
lower panel it was fixed to nrun = 0. The corresponding error in the particle
lifetime is �tX/tX ' 2�zX/zX.

though the absolute distance between line varies relative to the er-
ror bars they seem rather constant. To show this more explicitly,
from µ, µ1, and µ2 we computed we the expected 1�-errors on
A⇣(k0 = 45 Mpc�1), nS, and nrun around the maximum likelihood
value using the Fisher information matrix, Fi j = �µ�2 @piµ @p jµ +P

k �µ
�2
k @piµk@p jµk, with p ⌘ {A⇣ , nS, nrun}. Figure 12 shows the

corresponding forecasts assuming PIXIE-setting but with 5 times
its sensitivity. If only p ⌘ {A⇣ , nS} are estimate for fixed nrun, the
errors of A⇣ and nS are only a few percent. Also trying to constrain
nrun we see that the errors increase significantly, with an absolute
error on �nrun ' 0.07 rather independent of nS. If we change the
sensitivity by a factor f = �Ic/[10�26 W m�2 Hz�1 sr�1, all curved
can be rescaled by this factor to obtain the new estimate. Similarly,
if A⇣(k0 = 45 Mpc�1) di↵ers by f⇣ = A⇣/5 ⇥ 10�8, we have to
rescale the error estimates by f �1

⇣ . Overall, our analysis shows that
CMB spectral distortion measurement provide an unique probe of
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Figure 13. Detectability of µ, µ1, µ2, and µ3. For a given particle lifetime,
we compute the required value of ✏X = fX/zX for which a 1�-detection of
the corresponding variable is possible with PIXIE. The violet shaded area is
excluded by measurements of the primordial 3He/D abundance ratio (65%
c.l., adapted from Fig. 42 of Kawasaki et al. 2005).

the small-scale power spectrum, which can be utilized to directly
constraint inflationary models.

5.2.3 Decaying relic particles

The distortion signals for the three decaying particle scenarios pre-
sented in Table 1 will all be detectable with a PIXIE-like experi-
ment. More generally, Fig. 13 shows the 1�-detection limits for µ,
µ1, µ2, and µ3, as a function of the particle lifetime. CMB spec-
tral distortions are sensitive to decaying particles with ✏X as low as
' 10�2 eV for particle lifetimes 107 sec . tX . 1010 sec. To directly
constrain tX, at least a measurement of µ1 is needed. At PIXIE sen-
sitivity this means that the lifetime of particles with 2 ⇥ 109 sec .
tX . 6⇥1010 sec for ✏X & 0.1 eV and 3⇥108 sec . tX . 1012 sec for
✏X & 1 eV will be directly measurable. Most of this parameter space
is completely unconstrained [see upper limit from measurements of
the primordial 3He/D abundance ratio2 (from Fig. 42 of Kawasaki
et al. 2005) in Fig. 13]. Higher sensitivity will allow cutting deeper
into the parameter space and widen the range over which the parti-
cle lifetime can be directly constrained.

To illustrate this even further we can again look at the µ �
⇢k-parameter space covered by decaying particles. The projections
into the µ � ⇢1 and ⇢1 � ⇢2-plane are shown in Fig. 14 for ✏X =
1 eV and PIXIE settings. Varying ✏X moves the µ�⇢1 trajectory left
or right, as indicated. Furthermore, all error bars of ⇢k have to be
rescales by f = [✏X/1 eV]�1 under this transformation. Measuring
µ and ⇢1 is in principle su�cient for determination of ✏X and the
particle lifetime, tX = [4.9⇥109/(1+zX)]2 sec, with most sensitivity
around zX ' 5 ⇥ 104 � 105 or tX ' 2.4 ⇥ 109 � 9.6 ⇥ 109 sec for
the shown scenario. For short lifetime, the signal is very close to a

2 In the particle physics community the abundance yield, YX = NX/S ,
and deposited particle energy, Evis [GeV], are commonly used. Here NX
is the particle number density at t ⌧ tX and S = 4

3
⇢

kT ' 7 N� '
2.9 ⇥ 103 (1 + z)3 cm�3 denotes the total entropy density. We thus find
✏X ⌘ (Evis YX) 109S/[NH (1 + zX)] ' 1.5 ⇥ 1019(Evis YX)/(1 + zX).
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Figure 12. Expected uncertainties of A⇣ (k0 = 45 Mpc�1), nS, and nrun using
measurements of µ, µ1, and µ2. We assumed 5 times the sensitivity of PIXIE
and A⇣ = 5⇥10�8 as reference value (other cases can be estimated by simple
rescaling). For the upper panel we also varied nrun as indicated, while in the
lower panel it was fixed to nrun = 0. The corresponding error in the particle
lifetime is �tX/tX ' 2�zX/zX.

though the absolute distance between line varies relative to the er-
ror bars they seem rather constant. To show this more explicitly,
from µ, µ1, and µ2 we computed we the expected 1�-errors on
A⇣(k0 = 45 Mpc�1), nS, and nrun around the maximum likelihood
value using the Fisher information matrix, Fi j = �µ�2 @piµ @p jµ +P

k �µ
�2
k @piµk@p jµk, with p ⌘ {A⇣ , nS, nrun}. Figure 12 shows the

corresponding forecasts assuming PIXIE-setting but with 5 times
its sensitivity. If only p ⌘ {A⇣ , nS} are estimate for fixed nrun, the
errors of A⇣ and nS are only a few percent. Also trying to constrain
nrun we see that the errors increase significantly, with an absolute
error on �nrun ' 0.07 rather independent of nS. If we change the
sensitivity by a factor f = �Ic/[10�26 W m�2 Hz�1 sr�1, all curved
can be rescaled by this factor to obtain the new estimate. Similarly,
if A⇣(k0 = 45 Mpc�1) di↵ers by f⇣ = A⇣/5 ⇥ 10�8, we have to
rescale the error estimates by f �1

⇣ . Overall, our analysis shows that
CMB spectral distortion measurement provide an unique probe of
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Figure 13. Detectability of µ, µ1, µ2, and µ3. For a given particle lifetime,
we compute the required value of ✏X = fX/zX for which a 1�-detection of
the corresponding variable is possible with PIXIE. The violet shaded area is
excluded by measurements of the primordial 3He/D abundance ratio (65%
c.l., adapted from Fig. 42 of Kawasaki et al. 2005).

the small-scale power spectrum, which can be utilized to directly
constraint inflationary models.

5.2.3 Decaying relic particles

The distortion signals for the three decaying particle scenarios pre-
sented in Table 1 will all be detectable with a PIXIE-like experi-
ment. More generally, Fig. 13 shows the 1�-detection limits for µ,
µ1, µ2, and µ3, as a function of the particle lifetime. CMB spec-
tral distortions are sensitive to decaying particles with ✏X as low as
' 10�2 eV for particle lifetimes 107 sec . tX . 1010 sec. To directly
constrain tX, at least a measurement of µ1 is needed. At PIXIE sen-
sitivity this means that the lifetime of particles with 2 ⇥ 109 sec .
tX . 6⇥1010 sec for ✏X & 0.1 eV and 3⇥108 sec . tX . 1012 sec for
✏X & 1 eV will be directly measurable. Most of this parameter space
is completely unconstrained [see upper limit from measurements of
the primordial 3He/D abundance ratio2 (from Fig. 42 of Kawasaki
et al. 2005) in Fig. 13]. Higher sensitivity will allow cutting deeper
into the parameter space and widen the range over which the parti-
cle lifetime can be directly constrained.

To illustrate this even further we can again look at the µ �
⇢k-parameter space covered by decaying particles. The projections
into the µ � ⇢1 and ⇢1 � ⇢2-plane are shown in Fig. 14 for ✏X =
1 eV and PIXIE settings. Varying ✏X moves the µ�⇢1 trajectory left
or right, as indicated. Furthermore, all error bars of ⇢k have to be
rescales by f = [✏X/1 eV]�1 under this transformation. Measuring
µ and ⇢1 is in principle su�cient for determination of ✏X and the
particle lifetime, tX = [4.9⇥109/(1+zX)]2 sec, with most sensitivity
around zX ' 5 ⇥ 104 � 105 or tX ' 2.4 ⇥ 109 � 9.6 ⇥ 109 sec for
the shown scenario. For short lifetime, the signal is very close to a

2 In the particle physics community the abundance yield, YX = NX/S ,
and deposited particle energy, Evis [GeV], are commonly used. Here NX
is the particle number density at t ⌧ tX and S = 4

3
⇢

kT ' 7 N� '
2.9 ⇥ 103 (1 + z)3 cm�3 denotes the total entropy density. We thus find
✏X ⌘ (Evis YX) 109S/[NH (1 + zX)] ' 1.5 ⇥ 1019(Evis YX)/(1 + zX).
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Complementary to 
CMB anisotropies!



Decaying particle during & after recombination

Chen & Kamionkowski, 2004

• Modify recombination history

• this changes Thomson 
visibility function and thus 
the CMB temperature and 
polarization power spectra

• ⇒ CMB anisotropies allow 
probing particles with 
lifetimes ≳ 1012 sec

• CMB spectral distortions 
provide complementary 
probe!



Decaying particle forecasted error

JC & Jeong, 2013
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Figure 14. Parameter range of µ, µ1, and µ2 for decaying particle scenar-
ios. We assumed PIXIE settings and sensitivity, and ✏X = fX/zX = 1 eV
(i.e. A ⌘ ✏X/1 eV). The blue symbols with error bars are for zX as labeled.
Measurements in the µ � ⇢1 plane can be used constrain zX with the most
sensitive range around zX ' 5 ⇥ 104 � 105. The ⇢1-⇢2 plane can be used to
further improve this measurement, but also for model-comparison.

pure µ-distortion, with little information in the residual (⇢1 and ⇢2

are very small). Similarly, for long lifetimes the particle signature
is close to a y-distortion. In both cases the sensitivity to the lifetime
is very weak and only an overall integral constraint can be derived
(see also discussion in Chluba 2013a).

We can again estimate the expected 1�-errors on ✏X and zX

around the maximum likelihood value using the Fisher informa-
tion matrix, Fi j = �µ�2 @piµ @p jµ +

P
k �µ

�2
k @piµk@p jµk, with p ⌘

{✏X, zX}. In Fig. 15 we show the corresponding Fisher-forecasts as-
suming PIXIE-setting but with 5 times its sensitivity. For 1.7⇥104 .
zX . 3.5⇥105 (2⇥109 sec . tX . 8.3⇥1010 sec) the particle lifetime
can be constrained to better than ' 20% and ✏X can be measured
with uncertainty . 10% . These findings are in good agreement
with those of Chluba (2013a), where direct MCMC simulations
where performed. CMB spectral distortion are thus a powerful tool
for early Universe particle physics, providing constraints that are
independent and complementary to those derived from light ele-
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measurements of µ and µ1. We assumed 5 times the sensitivity of PIXIE and
✏X = 1 eV as reference value (other cases can be estimated by simple rescal-
ing). The corresponding error in the particle lifetime is �tX/tX ' 2�zX/zX.

ment abundances (e.g., Kawasaki et al. 2005; Kohri & Takahashi
2010; Pospelov & Pradler 2010). We emphasize again, the CMB
spectrum can be utilized to directly probe the particle lifetime, a
measurement that cannot be obtained by other means.

5.3 Comparing models using distortion eigenmodes

To illustrate how one can use distortion eigenmodes to compare
di↵erent models, let us start by assuming that the time-dependence
of the energy release is fixed. In that case the shape of eigenspec-
trum does not change and only the overall amplitude is free. If
only µ can be constrained then di↵erent models cannot be distin-
guished unless some other constraint can be invoked. For example,
finding µ ' 10�7 is unlikely to be caused by s-wave annihilation,
which is bound to much smaller annihilation e�ciencies by CMB
anisotropy measurements, unless time-dependent Sommerfeld en-
hancement is at work.

To compare di↵erent models and how well they can be dis-
cerned it is useful to scale all µk by µ to remove the dependence on
the overall amplitude of the distortion. These rescaled parameters,
⇢k = µk/µ, then define the shape of the distortion, and di↵erences
in one of the constrainable parameter allows telling models apart.
For example, the dissipation scenario with nS = 1 and nrun = 0 has
⇢-vector ⇢diss ⇡ (1.74, 0.033, 1.14, 0.073) while the s-wave annihi-
lation scenarios has ⇢ann,s ⇡ (1.71, 0.065, 1.10, 0.11), showing that
these two cases are quasi-degenerate. The small di↵erences stem
from the late-time behavior of Q(z) at z . 104, but very high preci-
sion is indeed needed to discern these. In addition adjusting nS can
aline these two ⇢-vectors nearly perfectly. For the p-wave scenario
we find ⇢ann,p ⇡ (0.25, 0.24, 0.36, 0.44), which definitely is di↵er-
ent from the s-wave and dissipation scenarios. However, adjusting
nS ' 1.67 practically alines ⇢diss with ⇢ann,p. This is expected since
for nrun = 0 one has Qac / (1+ z)3(nS�1)/2 (e.g., Chluba et al. 2012b),
which becomes Qac / (1 + z) for nS ' 5/3.

By transforming to ⇢k we can also answer whether degenera-
cies in parameter space for one model exist. Regions for which
entries of ⇢ do not change much are not as easy to distinguish.

c� 0000 RAS, MNRAS 000, 000–000

�⇢�
⇢�

= 6.4⇥ 10�7⟺



Annihilating particles / dark matter



• Thermally produced WIMP should naturally annihilate even today

• CMB anisotropy and X-ray / 𝛾-ray constraints complementary

• s- and p-wave annihilation

• Sommerfeld enhanced cross sections 

• Boost by structure formation since 

• Computation is limited by particle physics (annihilation channels; energy 
transfer efficiencies, etc.) 

hNXi2 .
⌦
N2

X

↵

=) h�vi / Tn

Why is this interesting and what are the questions

• CMB spectral distortions can be used to as a consistency test

• CMB anisotropies insensitive to p-wave annihilation

• Recombination spectrum also affected (see next lecture)



Padmanabhan & Finkbeiner, 2005

95% c.l.

Changes of CMB anisotropies by annihilating particles

Text

and fHe is the ratio of the number density of helium to that
of hydrogen. The evolution of the matter temperature, Tm
is similarly given by,

!!
!
dTm

dz

"

" 2"DM;0

3kB

1# 2x$H% # fHe&1# 2x$He%'
3&1# fHe'

F &z':

(10)

The resulting recombination and matter temperature
histories for different values of "DM;0 are shown in
Fig. 3; the dominant effect is to change the residual ion-
ization after recombination. This is easily explained by
considering the competition between the recombination
rate and the expansion of the universe. At early times,
the recombination rate is significantly greater than the
expansion rate and therefore, additional ionizations due
to DM annihilation are immediately erased. As the recom-
bination rate slows, these additional ionizations ‘‘freeze
out,’’ leading to a greater residual ionization fraction.

The evolution of the matter temperature is similar. At
redshifts ( 100, Compton scattering keeps the matter and
radiation in tight thermal contact, and the excess energy
from DM annihilation is lost in the extremely large heat
capacity of the blackbody radiation. However, as the matter
completely decouples from the radiation, annihilations
start to increase the matter temperature, resulting in slower
cooling relative to the fiducial model.

III. THE CMB AS A PROBE

Having computed the effect of DM annihilation on the
recombination history, we attempt to understand its effect
on the CMB. In what follows, it is sometimes convenient to
parametrize the effect of DM annihilation by an ionization
‘‘floor’’ added to the standard recombination history. This
lacks the physical intuition of "DM, but is a convenient
analytic approximation. We define the optical depth to
Thomson scattering

#&$' "
Z $0

$
d$%Tneca; (11)

where ne is the free electron density. Assuming a matter
dominated cosmology and constant ionization fraction xe,
this gives us

#&z' ) 4* 10!2xe
!bh&1! YHe'

########

!M
p z3=2; (12)

if z ( 1.

A. Peak positions

We begin by estimating the change in the position of the
acoustic peaks in the temperature power spectrum due to
an ionization floor. The probability that a photon last
scattered between redshifts z and z# dz is given by the
visibility function

g&z' + #0&z'e!#&z'; (13)

shown in Fig. 3 for different recombination histories. The
fraction of photons that scatter at a redshift <z, G&z', is
simply the integral of visibility function, G&z' "
1! exp&!#&z''. Since g&z' is sharply peaked, we can
meaningfully define a redshift of last scattering, zLS, that
determines the angular positions of the acoustic peaks. A
convenient definition is G&zLS' " 0:5 or #&zLS' , 0:7 im-
plying zLS ) 1050 for standard recombination. For the
ionization floor to significantly shift the peaks, the addi-
tional optical depth, "#, would have to be )1. Using
Eq. (12), this requires 103xe;floor ) &

########

!M
p

=!bh', or
xe;floor ) 0:01 for our fiducial cosmology. As we shall see
below, such an ionization fraction would have already
noticeably affected the CMB temperature and polarization
and therefore is strongly disfavored. More plausible values
of the ionization floor do not noticeably shift the positions
of the acoustic peaks in the temperature power spectrum.
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FIG. 3 (color online). The ionization fraction xe (top), matter
temperature (center), and visibility function (bottom) as a func-
tion of "DM. The heavy solid lines show the fiducial model with
"DM " 0; from bottom to top, "DM;0 " 5; 10; 100; 500*
10!25 eV=s. The thin dashed line in the center plot shows the
evolution of CMB temperature, T&z' " T0&1# z'. Note that the
injection of additional energy does not slow recombination, but
increases the residual ionization; this leaves the peak of the
visibility function unchanged but broadens the surface of last
scattering.

DETECTING DARK MATTER ANNIHILATION WITH CMB . . . PHYSICAL REVIEW D 72, 023508 (2005)

023508-5

Visibility function

Change in the freeze out tail
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B. Power spectra

The effect of the altered recombination history on the
CMB power spectra is discussed analytically below.
However, the numerical results presented in the paper use
the publicly available Boltzmann code CAMB [26], with the
modified version of RECFAST described in the previous
section, to obtain accurate power spectra. An example is
shown in Fig. 4.

The temperature angular power spectrum is the photon
distribution function convolved with the visibility function
(the last scattering surface), and projected on the sky. The
photon distribution function is unchanged by DM annihi-
lation, but the visibility function extends to lower redshifts,
broadening the surface of last scattering. This suppresses
perturbations on scales smaller than the width of the sur-
face, resulting in a relative attenuation of the power spec-
trum. This is scale dependent, with the largest scales
attenuated the least and small scales the most. These
effects are clearly seen in the accurate numerical solutions
in Fig. 4.

Given the imminent high S=N temperature measure-
ments due from the WMAP and Planck satellites, an
immediate question is whether DM annihilation is detect-
able just using the temperature power spectrum.
Unfortunately, the effects of !DM described above are al-
most perfectly degenerate with the slope and amplitude of
the primordial power spectrum. To see this quantitatively,

we start with the line of sight solution to the temperature
perturbation in direction n̂ [27],

!!n̂" #
Z "0

0

!

_#
"

"$#

4
$ n̂ % vb

#

$ 2 _$
$

e&#d"; (14)

where " is the gravitational potential, # is the photon
density perturbation, vb is the baryon velocity, and we
ignore vector and tensor contributions. If we ignore the
ISW [28] contribution (2 _$) to the anisotropy spectrum, we
obtain a useful semianalytic approximation to the anisot-
ropy spectrum by separating into slowly varying (poten-
tials, T!k" below) and rapidly varying (recombination, Silk
damping, D!k" below) terms [27],

Cl # 4%A
Z 1

0
d!ln k"knsD2!k"T2!k"; (15)

implicitly assuming that T2!k" is evaluated at the redshift
of last scattering and has no time dependence. The damp-
ing function is given by [29],

D!k" #
Z

dzg!z" exp
"

& k2

k2D!z"

#

; (16)

where g!z" is the visibility function introduced earlier, and
kD is the Silk damping scale given by [30],

1

k2D
#

Z 1

z
dz

c
H2!z"

1

6!1$ R"#0!z"

!
R2

!1$ R" $
16

15

$

; (17)

where R # 3&b=4&' is the baryon-photon ratio. Since the
ionization history only appears in Eq. (15) through the
optical depth in D!k", we estimate the effect of adding an
ionization floor by computing D!k"=D0!k", where D0!k"
assumes the standard ionization history.

As the relevant regime is when the ionization fraction is
rapidly changing, we numerically integrate Eq. (16) and
compute D!k"=D0!k" for different !dm;0. The results for our
fiducial cosmology are shown in Fig. 5. The scales relevant
for l > 50 in the CMB correspond approximately to k >
0:001h Mpc&1; Fig. 5 demonstrates that D!k"=D0!k" is
remarkably well described by a power law, k&(, over these
scales. This signals a near exact degeneracy in the CMB;
examining Eq. (15) suggests that the effect of the ioniza-
tion floor can be almost exactly compensated by adjusting
ns ! ns $ 2(, and changing the amplitude, A. The resid-
ual differences can be corrected by adjusting (at subpercent
levels) the remaining cosmological parameters.

We emphasize that this degeneracy appears to be purely
accidental. As k ! 0, Silk damping becomes increasingly
unimportant and D!k"=D0!k" ! 1. In addition, we have
ignored the ISW contribution, which has a different visi-
bility function, and therefore will not be compensated by
changing the scalar spectral index. On small scales (k !
1) that are considerably damped before recombination, the
correction to the visibility function due to the ionization
floor is negligible and again, one would expect
D!k"=D0!k"' constant. These two limits are however
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FIG. 4 (color online). The TT, TE, and EE angular power
spectra for our fiducial cosmological model, with no DM anni-
hilation (solid and dotted lines), and with !DM;0 # 10&22 eV=s.
Also shown are the polarization noise spectra, for the WMAP V
band, the Planck 143 Ghz channel, and a hypothetical high
resolution polarization experiment (see Table I for details).
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• more damping because 𝜏 increases

• change close to visibility maximum → 
shift in peak positions



Galli et al, 2011 (similar to Huetsi et al, 2011)

Standard thermal cross section

annihilation into e+e-

annihilation into µ+µ-

95% c.l.

CMB limits on annihilation cross section

• s-wave annihilation
• Planck limits still 

not as tight 
(polarization data)

• in the future factor 
of ~ 5-10 
improvement 
possible

• constraints depend 
on DM model
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= fannNH(1 + z)3+n

Examples of annihilating particle scenarios

JC & Sunyaev, 2011, Arxiv:1109.6552
JC, 2013, Arxiv:1304.6120
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4 Chluba

As cuto↵ scales we choose kcut ' 0.12 Mpc�1, which reproduces the
heating rate caused by mode dissipation pretty well, even around
the recombination epoch. To minimize the time spent on numerical
integration, given the power spectrum parameters, we tabulate the
heating rate prior to the computation of the distortions.

2.3 Shift in the monopole temperature

The CMB monopole temperature is known with extraordinary ac-
curacy, T0 = 2.7260 ± 0.0013 K (Fixsen 2009). However, the level
of precision that might be achievable with a PIXIE-type experiment
will dwarf this measurement. In the thermalization calculations, we
assumed T0 ⌘ 2.726 K. The error that is introduced by this assump-
tion is at most ' 0.05% relative to the predicted distortion, a margin
one can comfortably live with. We must, however, take the possible
shift in the temperature of the reference blackbody into account. At
first order in � ⌘ �T/T , this is just a temperature shift term, but
even the second order correction [a y-distortion (Chluba & Sunyaev
2004)] has to be considered, since the error in the precise values of
T0 itself corresponds to y ' (5⇥10�4)2/2 ' 10�7. For the parameter
estimation problem we thus add

�I⌫ =
2h⌫3

c2

h
npl(x) � npl(x/[1 + �])

i

=
2h⌫3

c2

"
G(x)�[1 + �] + YSZ(x)

�2

2

#
+ O(�3) (5)

where npl(x) = [ex � 1]�1, G(x) = x ex/[ex � 1]2 describes a tem-
perature shift, and YSZ(x) a y-distortion term with x = h⌫/kT0. For
our simulations, we use � = 1.2 ⇥ 10�4 as fiducial value (this is
just made up) and then show how well one will be able to con-
strain it, assuming a Gaussian prior with width ' 5 ⇥ 10�4 around
it. This is very conservative, since a PIXIE-type experiment could
determine the CMB monopole temperature with 1�-precision of
�T ' 3 nK (see below). We also assume that the e↵ects caused
by the superposition of blackbodies related to the motion-induced
CMB dipole is taken out. This leads to a y-distortion quadrupole
with y ' 2.563 ⇥ 10�7, and a shift of the CMB monopole temper-
ature by �T ' 0.699 µK (Chluba & Sunyaev 2004, 2012; Sunyaev
& Khatri 2013).

To accelerate the parameter estimation, we again first com-
pute the averages over the frequency filters. We also use this pro-
cedure for the annihilation and decaying particle scenarios, since
the parameter dependence is su�ciently simple. For the energy re-
lease caused by the dissipation of acoustic modes, we explicitly
integrate the Green’s function, but we tabulate the energy-release
history once the power spectrum parameters are chosen.

3 ANNIHILATING PARTICLE SCENARIOS

As first simple scenario, we consider an annihilating particle with
p-wave annihilation cross-section h�vi / (1 + z) [see Sect. 2.2
for explanation]. Constraints on this case can be derived from
BBN (due to the sensitivity of the light-element abundances on the
baryon-to-photon ratio, ⌘), implying that the total amount of en-
ergy release at that epoch cannot exceed �⇢�/⇢� ' 5% (Steigman
2007). This places a bound fann . 4⇥ 10�24 eV sec�1 on the annihi-
lation e�ciency. COBE/FIRAS constraints are a factor of ' 3 more
stringent, implying fann . 1.5 ⇥ 10�24 eV sec�1 from |µ| . 9 ⇥ 10�5

(95% c.l.). Another tight limit derives from measurement of the
CMB temperature and polarization anisotropies, corresponding to
fann . 10�26 eV sec�1, as we argue below. Still, this suggests that
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Figure 1. Di↵erent s- and p-wave annihilation scenarios discussed in
Sect. 3. The upper panel shows the energy-release rate for all cases, while
the lower panel only illustrates the spectral signal for the small distortion
scenario. For comparison, we show a y-distortion of y = 2 ⇥ 10�9, which
for PIXIE sensitivity, �I⌫ ' 5 ⇥ 10�26 W m�2 s�1 Hz�1 sr�1, should be de-
tectable at the 1�-level. An unambiguous detection of the signal from the
small distortion scenarios will be challenging even at ' 4 times the sensi-
tivity of PIXIE, but the large distortion scenarios can be tightly constrained.
The amplitude of the distortion signal is directly proportional to the annihi-
lation e�ciency, while the shape just depends on the temperature/velocity
dependence of the annihilation cross-section (s-wave versus p-wave)

in principle large energy release can be accommodated for this sce-
nario, without violating existing constraints. Due to the redshift de-
pendence of the heating rate, most energy is liberated during the
µ-era (see Fig. 1), and hence the distortion should be easily distin-
guishable from the large y-distortion created at low redshifts.

In Fig. 2, we show the projected constraints for a PIXIE-type
experiment in a large p-wave annihilation cross-section scenario,
with �⇢�/⇢� ' 6.2 ⇥ 10�7 going into the distortion. For yre we as-
sumed a flat prior over the interval yre 2 [0, 1.5 ⇥ 10�5], while we
sampled fann uniformly between 0 and 100 times the input value.
Although this prior was rather wide, the MCMC computation con-
verged very rapidly, using about 105 samples. A PIXIE-type ex-
periment will easily distinguish the associated distortion from the
reionization signal, measuring fann with ' 2% (1�-error) precision.

c� 0000 RAS, MNRAS 000, 000–000

• fann ≡ annihilation efficiency       
(Padmanabhan & Finkbeiner, 2005; JC 2010)

• CMB anisotropy constraint

(Galli et al., 2009; Slatyer et al., 2009;            
Huetsi et al., 2009, 2011)

fann . 2⇥ 10�23eVs�1

small distortion scenario

6 Chluba

(�⇤ ⌘ � � �f )

Fiducial values:

�f = 1.2 ⇥ 10�4

yre = 4 ⇥ 10�7

fann,s = 10�22 eV sec�1

fann,p = 10�26 eV sec�1

Figure 3. Large distortion s- and p-wave annihilation scenario. Contours
and lines are as before. Degeneracies between the parameters prevent a dis-
tinction of the signatures of both particles, even for high sensitivity.

nature should be possible, the two signals are simply too similar
and strong correlations cause large uncertainties and biases in the
parameters, which only disappear at high sensitivity. This makes
the projected 2D probability distributions shown in Fig. 3 very non-
Gaussian. At ' 20 times the sensitivity of PIXIE, we find a ' 2�
detection of the s-wave annihilation signature and fann,p ' 1% from
the p-wave annihilation signal.

Considering a small distortion scenario with more compara-
ble contributions from s- and p-wave annihilations ( fann,s ' 2 ⇥
10�23 eV sec�1 and fann,p ' 10�28 eV sec�1), we find that an im-
provement of the sensitivity by a factor of ' 40 is needed to start
distinguishing the signals from both particles, rendering an analysis
along these lines more futuristic. This is because for this scenario
the signal is close to the detection limit of PIXIE, and the di↵er-
ences with respect to a pure superposition of µ- and y-distortions,
which could be used to distinguish the two cases, are only a small
correction, necessitating this large improvement of the sensitivity.

4 DECAYING PARTICLE SCENARIOS

Decaying relic particles with lifetimes ' 380 kyr (corresponding to
the time of recombination) are again tightly constrained by mea-
surement of the CMB anisotropies (Zhang et al. 2007; Giesen et al.
2012), while particles with lifetimes comparable to minutes can af-
fect the light-element abundances and bounds derived from BBN
apply (Kawasaki et al. 2005; Jedamzik 2008). However, experi-
mental constraints for particles with lifetimes ' 106 � 1012 sec are
less stringent, still leaving rather large room for extra energy re-
lease �⇢�/⇢� . 10�6 � 10�5 (e.g., Hu & Silk 1993b; Kogut et al.
2011). Large energy-release rates are especially possible for very
light particles with masses . MeV. A PIXIE-type CMB experi-
ment thus has a large potential to discover the signature of some
long-lived relic particles or at least provide complementary and in-
dependent constraints to these scenarios. If most of the energy is

(�⇤ ⌘ � � �f )

Fiducial values:

�f = 1.2 ⇥ 10�4

yre = 4 ⇥ 10�7

fX = 5 ⇥ 105 eV

zX = 5 ⇥ 104 (�X ' 1.1 ⇥ 10�8sec�1)

(�⇤ ⌘ � � �f )

Fiducial values:

�f = 1.2 ⇥ 10�4

yre = 4 ⇥ 10�7

fX = 104 eV

zX = 5 ⇥ 104 (�X ' 1.1 ⇥ 10�8sec�1)

Figure 4. Large- and small-distortion decaying particle scenario. Contours
and lines are as before. For large energy release the distortion can be easily
constrained; however, for small energy release the parameter space becomes
more complicated and higher sensitivity improves matters significantly.

released at z & 3 ⇥ 105, a pure µ-distortion is created, so that this
case is practically degenerate, e.g., with scenarios that include an
annihilating particle with p-wave annihilation cross-section. How-
ever, for energy release around z ' 5⇥ 104, the distortion can di↵er
su�ciently to become distinguishable.

In Fig. 4, we show the projected constraints for a large- and
small-distortion scenario, with energy release �⇢�/⇢� ' 6.4 ⇥ 10�6

and �⇢�/⇢� ' 1.3⇥10�7, respectively. Since the total energy release
scales as �⇢�/⇢� / fX/zX (cf. Chluba & Sunyaev 2012), it is best
to consider the variables fX/zX and zX ' 4.8 ⇥ 109 �1/2

X sec1/2 as
parameters. This reduces the parameter covariance significantly. To
accelerate the computation, we furthermore tabulate the distortion

c� 0000 RAS, MNRAS 000, 000–000



Cancellation of cooling by heating from annihilation

JC & Sunyaev, 2012

da4⇢�
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fann = 1.1 ⇥ 10�24 100GeV
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Cancellation for 
fann ~ 2 x 10-23 eV / s





Cancellation of cooling by heating from annihilation

JC & Sunyaev, 2012

• fann ≡ annihilation efficiency       
(Padmanabhan & Finkbeiner, 2005; JC 2010)

• CMB anisotropy constraint

(Galli et al., 2009; Slatyer et al., 2009;            
Huetsi et al., 2009, 2011)

• Limit from Planck satellite 
will be roughly 6 times 
stronger → more precise 
prediction for the distortion 
will be possible

• uncertainty dominated by 
particle physics

• limits from PIXIE/PRISM 
several times weaker, but 
independent

fann . 2⇥ 10�23eVs�1

da4⇢�

a4dt
' fannNH(1 + z)3

fann = 1.1 ⇥ 10�24 100GeV
MXc2


⌦Xh2

0.11

�2 h�vi
3 ⇥ 10�26cm3/s

Cancellation for 
fann ~ 2 x 10-23 eV / s



lar DM model, but generically are quarks, gauge bosons,
leptons, and Higgs particles. These primaries tend to be
unstable, and rapidly decay via hadronic-leptonic jets into
showers of e! pairs, protons, photons and neutrinos. Given
our ignorance about DM, we assume each annihilation
partitions the majority of its energy between e! pairs,
photons and neutrinos, whose energy spectra can be calcu-
lated given the mass and couplings of the DM particle.
Note that we are not assuming that these are directly
produced by the annihilation, but simply that they are final
products of the resulting particle cascades. The problem
now simplifies to understanding the mechanisms by which
e! pairs, photons and neutrinos inject energy into the IGM.
Of these, neutrinos are the easiest to understand; they never
interact and their energy is lost.

The interaction of photons with the IGM was considered
in detail by [21] who find that the dominant processes
(ordered by increasing photon energy) are photoionization,
Compton scattering, pair production off nuclei and atoms,
photon-photon scattering, and pair production off CMB
photons (Fig. 1). To estimate the efficiency of these mecha-
nisms, we compare the cooling time for each process,
tcool " 1=#d lnE=dt$, to the Hubble time, tH " 1=H#z$.
Except for Compton scattering, we approximate the cool-
ing time by the mean free time as most of the energy is lost
in the first interaction. If tH % tcool (Fig. 1), energy depo-
sition is very efficient, either by directly ionizing the IGM,
or by producing energetic electrons. Conversely, if tH &
tcool, the universe is optically thin and most of the energy is
lost through the redshifting of photons and not to ioniza-
tions. The photon-photon scattering process [22] is an
exception to the above—each scattering event, on average,
equally divides the energy between the two photons. The
photon energy spectrum therefore gets shifted to lower
energies until either pair production starts to dominate, or
the universe becomes transparent.

What happens to photons injected into the transparency
window between '108 ( 1010 eV (Fig. 1)? The ratio
tH=tcool / #1) z$3=2 ( / #1) z$9=2 for two photon scatter-
ing), while the photon energy redshifts as #1) z$. These
photons therefore remain in the optically thin regime, and
contribute to the diffuse photon background today
(Sec. V).

The second component of energy injection comes from
electrons2, both from the annihilation products, as well as
from Compton scattering and pair production considered
above. Their energy loss has been considered by a number
of authors [14,23,24]; we restrict ourselves to a brief dis-
cussion of the relevant processes and time scales. At high
electron energies (! % 1), the dominant energy loss is by
inverse Compton scattering CMB photons. The cooling

time is [23]
!

1

tcool

"

* (d ln!
dt

* 4"TcaRT4
CMB!

3mec2
; (1)

where TCMB * 2:725#1) z$ K is the mean CMB tempera-
ture at the relevant redshift, aR is the radiation constant,
and "T * 6:65+ 10(25 cm2 is the Thomson cross section.
Comparing this to the Hubble time, one finds

tH
tcool

' 105
!
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1000

"
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#############

!Mh2
p !; (2)

implying that inverse Compton cooling efficiently pro-
duces photons with energies

E! ' 5
!
1) z
1000

"!
Ee

1 GeV

"
2
MeV: (3)

Figure 1 shows that electrons with energies <100 MeV
will produce photons that efficiently ionize hydrogen;
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FIG. 1 (color online). A comparison of the photon cooling
time to the Hubble time at z * 1000, for different photon
energies. The dominant processes (in order of increasing energy)
are ionization, Compton scattering, pair production, and photon-
photon scattering. All the curves (except the dotted curve)
assume a neutral IGM, with a density of 2+ 10(7 cm(3 atoms
today. The dotted curve shows the pair production rate for a
completely ionized IGM. Regions where tH=tcool < 1 are trans-
parent; photons injected at these energies lose their energy by
redshifting. Note that photon-photon scattering does not transfer
the energy to electrons, but simply redistributes it to lower
energies. This figure ignores pair production off CMB photons
since this process is subdominant for the energy range consid-
ered here; it however dominates at higher energies.

2Positrons behave identically to electrons at high energies,
while at low energies, they annihilate releasing 2+ 511 keV in
photons.
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